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ABSTRACT 

This study compares the response of thin-film silicon, gallium arsenide, cadmium 

telluride-cadmium sulfide and organic solar cells (OSCs) to the use of plasmonic metal 

nanoparticles for modifying their respective opto-electronic behavior and performance. 

Square arrays of silver nanoparticles were deposited at different inter-particle distances on 

top of the thin film solar cell substrates. The absorption of incident sunlight inside each solar 

cell form is investigated, and they were compared to the short circuit current density, open 

circuit voltage, the output power generated from each solar cell type and the fill factor 

calculations owing to the influence of the plasmonic nanoparticles. It is found that gallium-

arsenide and cadmium telluride-cadmium sulfide show higher values than Silicon in the short 

circuit current generated, open circuit voltage, the fill-factor and the output power generated. 

Also, the optical absorption enhancement in the OSC was quite significant which gives 

further scope for research with such solar cell. These results show the influence of plasmonic 

metal nanoparticles to escalate the opto-electronic performance of thin-film solar cells is not 

restricted only to silicon substrates but extends to other commonly used semiconductor and 

organic substrates.  
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1. CHAPTER 1  

     INTRODUCTION 

1.1  Background 

Energy demand is at its peak due to the exponential increase in the global population 

which was estimated to have reached more than 7 billion as of April 2019 [1]. According 

to International Energy Agency data from 1990 to 2008, the average energy consumption per 

person increased 10% while world population increased 27% [2]. With this rapid growth of 

population and the advancement of technology, the demand for energy is more than ever in 

the history of mankind. To a certain extent, the use of fossil fuels such as petroleum oil, coals 

and natural gases have come to the rescue in this regard and have allowed coping with the 

situation. However, the dependency on fossil fuels is now questionable due to certain factors. 

Firstly, these finite resources are constantly depleting with the exponential rise in demand and 

there are no prompt solutions to replenish them. Secondly, the extraction and the usage of 

fossil fuels have caused the adverse effects toward climate change around the globe which 

includes the immense rise of temperature of Earth known as global warming, the systematic 

degradation of the different ecosystems of the world and many more. That being said, it is 

high time that alternative energy resources be found to replace fossil fuels. 

The need for sustainable and renewable ―green‖ energy sources which are economically 

feasible to replace fossil fuels have never been greater. To achieve the goal, few ―green‖ 

energy sources have already been discovered and worked on, among them– wind, thermal, 

water and solar are the most notable ones. It is to be noted that the abundant solar energy 

coming from the sunlight is the largest natural source of energy in the solar system. The 

technology used to harness this immense energy from the sun is known as solar cells or 

photovoltaic (PVs) cells [3]–[5]. PVs cell transforms solar energy harnessed from the largest 

star in the solar system into electrical energy. During the last decades, PVs cell has become 

one of the most promising renewable energy technologies because of its potential, with 

capacity of installation of PV panels approaching to 100 GW in 2018 and is probable that it 

will go on rising [6]. 
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As the demand of energy is growing day by day, photovoltaic has a vital role to play in 

solving the climate change problem replacing the fossil fuels. But to compete with the fossil 

fuel technologies, the photovoltaic devices need to be efficient and feasible in terms of cost, 

energy, manufacturing and installation. Currently, crystalline silicon wafers based solar cells 

with thickness of 200-300 µm are dominating the solar cell market. On the other hand, 

materials and processing of the silicon wafers cost a large portion of the expenses. Around 

40% of the total module cost is accounted for the crystalline silicon solar cells. Because of 

this drawback, over the past decade there has been a great deal of research on thin-film solar 

cells which have a mere thickness of 1-2 µm. Thin-film solar cells have developed as a means 

to lessen the price of material. They are made from a variety of semiconductors including 

amorphous and polycrystalline silicon, gallium arsenide, copper indium diselenide, cadmium 

telluride, hybrid lead halide perovskites, as well as multi-layered and heterojunction organic 

semiconductors. However, as the thickness of the semiconductor is decreased, their 

absorbance of near-band gap light is ineffective and reduces near the band gap region. This 

means that the efficiency of the thin-film solar cells is lower than that of the conventional 

silicon solar cells. For this purpose, the compromise has to be made for the absorbance of 

solar energy and the narrower band gap semiconductor.  Therefore, novel designs for 

structuring thin-film solar cells so that much of the light is trapped inside, in order to increase 

the absorption, are really important. 

Earlier studies have investigated few light trapping techniques which include pyramidal 

surface texture [7] etched into the surface. However, for thin-film solar cells surface texturing 

with these dimensions is not suitable. In addition to that, it is possible to achieve light to be 

trapped by forming a wavelength-scale texture surface on the substrate and then putting the 

thin-film solar cell on top, in this way a significant increase in current generation have been 

achieved [8], [9] But then again, a rough semiconductor surface results increased surface 

recombination due to the larger surface area. With all these limitations in mind, research has 

always been focused on developing novel materials and nanostructures with unique 

properties of which would be beneficial in enhancing the optical and electrical activities of 

the PV cell. Recently, the use of Raman scattering from noble metal nanoparticles excited at 

their surface plasmons (SPs) resonance [10] has been regarded as an efficient way to allow 

light to be trapped into the active layer of a thin-film solar cell and has drawn significant 

amount of attention in the scientific community. Metals, therefore, have been, and are 

currently studied extensively as a part of that research to identify and optimize properties that 
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would assist in that goal [4], [11]–[14]. 

Plasmonic resonance is a phenomenon of plasmonic metals (mentioned earlier) which is 

used by the plasmonic solar cells to increase the optical absorption of thin film solar cells. 

The focus of this thesis is on plasmonic thin-film solar cells made of amorphous silicon as 

well other substrates like gallium arsenide, cadmium telluride- cadmium sulfide and OSC. A 

group of researchers from IUB Photonics Simulation Laboratory studied and had done 

extensive research on the effect of plasmonic nanoparticles on solar cells with numerous 

configurations [15]–[24]. Thorough research and studies have been done by previous 

researchers in the initial work using plasmonic structures to improve the absorption of light of 

photovoltaic devices with Au or Ag nanoparticles [15], [25], [26] and nanograting [27] have 

been introduced into the front side of the solar cells [25], [26], [28]. Adding to that, recently 

it has also been investigated to enhance the light trapping efficiency by using different shapes 

of nanoparticles [19], different rows and columns of nanopheres [18], nanoparticles 

embedded within the substrate [20] , hybrid nanoparticles [23], special bow-tie structures 

[22], and core shell structures. Moreover, different combinations of embedded metal 

nanostructures to trap more light into thin-film solar cell has been comprehensively explored, 

e.g., with nucleated silver nanoparticles embedded at back side of amorphous silicon cells 

[29], using gold paired-strips [30] and combination of surface texture with embedded metal 

nanoparticles was also designed to trap light [31]. 

While the use of plasmonic nanostructures has been produced and analyzed over the course 

of the last decade or so, none of these studies have proceeded comprehensively beyond the 

initial stages of the analysis, namely the design, fabrication and the manipulation of the 

plasmonic characteristics of the aforementioned nanostructures. This thesis, however, aims to 

provide a systematic analysis of the use of plasmonic metal nanoparticles, namely silver (Ag), 

arranged periodically over thin-film solar cells made with substrates of amorphous silicon 

(Si), gallium arsenide (GaAs), cadmium telluride-cadmium sulfide (CdTe-CdS) and OSC 

(P3HT:PCBM) substrates. This thesis explores how the physical parameters of the 

nanoparticles can be optimized to induce optical and electrical enhancements generated from 

the different types of solar cells. Through this thesis, the relationship between the physical 

parameters of the metal nanoparticles and the opto-electronic performance of the different 

photovoltaic substrates will be compared. One of the goals of this thesis is to investigate 

whether silicon is the only semiconductor substrate that is affected by the plasmonic metal 

nanoparticles or whether this effect can be replicated in other commonly used semiconductor 
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substrates such as GaAs and CdTe-CdS as well OSCs. An extensive correlation between the 

optical and electrical parameters will be demonstrated in this thesis, and then the extent to 

which the optical enhancement translates into electrical energy conversion within the cell will 

be provided with detailed analysis.  The research methodology has been explained in the 

upcoming sections. 
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1.2  Problem Statement 

Although being one of the most convenient renewable energy technologies, several factors 

affect a solar cell's conversion efficiency value, including its: 

 reflectance efficiency,  

 thermodynamic efficiency,  

 charge-carrier separation efficiency,  

 charge-carrier collection efficiency and  

 conduction efficiency values. [32] 

In physics, the term Shockley–Queisser limit, also known as the detailed balance 

limit, Shockley Queisser Efficiency Limit or SQ Limit, denotes to the maximum 

theoretical efficiency of a single p-n junction solar cell which uses to gather power from the 

cell. This limit was first calculated by William Shockley and Hans-Joachim 

Queisser at Shockley Semiconductor in 1961, giving a maximum efficiency of 30% at 1.1 eV 

[33]. 

With the aim to mitigate the problem of the efficiency, the parameters of the solar cells 

needed to be optimized. Over the last decade, research has been focused on thin-film solar 

cells to find ways to optimize the parameters to achieve the goal. However, the reduced 

materials of the thin-film solar cells also mean that less amount of semiconductor material is 

exposed to the incident light from the sun, and along with reflections from the surface and 

bottom boundaries, these results in a lower optical absorption of the radiation as well as low 

opto-electronic current. As mentioned earlier, plasmonic nanoparticles coupled with thin-film 

PV cells have been demonstrated to enhance this absorption significantly. The plasmonic 

resonance characteristics of certain metals such as silver, gold and aluminum allow the 

incident radiation to be focused around and towards the cell itself at certain resonant 

frequencies, and these results in the aforementioned enhancement. 

On the other hand, previously there has not been any extensive study made on how 

variations in the physical properties of the nanoparticles spread periodically over different 

types of substrates of PV cells affect the opto-electronic enhancement and how these 

variations can be manipulated to identify which exact parameters provide the most optimal 
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enhancement of the cell in terms of optical and electrical parameters. 

So as to achieve these results, this study analyzes the correlation of several physical 

parameters, namely diameter of nanoparticles, pitch (side-side period length) of the 

nanoparticles, and the different types of substrates from which the solar cells are made of. 

Through this study, the correlation will demonstrate which parameters provide the most 

optimum optical absorption enhancement, and a translation of this enhancement into 

electrical energy generated by the modified solar cells will also be shown. 



7 

 

1.3  Objectives 

The motive of this thesis is to provide a systematic analysis of the optimization of few 

physical parameters of plasmonic nanoparticles deposited periodically over different types of 

thin-film PV cell namely- silicon(Si), gallium arsenide (GaAs) and cadmium telluride-

cadmium sulfide (CdTe-CdS) and organic solar cells (OSC), to enhance the energy 

conversion efficiency of the cell, and also to make a comparison between the different types 

of solar cells in terms of their optical and electrical enhancement. The entire analysis will be 

done using the solvers FDTD Solutions and DEVICE (CHARGE Solver). 

The main objectives of the thesis are summarized below: 

 To identify which type of solar cell substrates give significant improvement in the 

opto-electronic performance due to the effect of plasmonic nanoparticles placed on 

top of the solar cell substrates. 

 To analyze the improvement in optical absorption with respect to periodically placed 

silver (Ag) nanoparticles with different pitch length (side to side distance between 

each nanoparticle). 

 To analyze the extent to which this optical optical absorption enhancement translates 

to improvement in electrical energy generated within the cell. 

 To understand the variation in electrical enhancement with respect to the length of 

period of the nanoparticles through different electrical parameters. 

 To prove that the effect of plasmonic particle is not limited only to conventional 

silicon substrate solar cell but its effect also applies to other semiconductor and 

OSCs. 

 To establish and clarify the conclusions reached with optical optical near-field 

enhancement images. 
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1.4  Research Flowchart 

The processes implemented to perform this thesis are demonstrated step-by-step in the 

flowchart illustrated below in Figure 1.1. 

 

  

 

Generate extinction 

spectra for each diameter 

to establish plasmonic 

resonance and their 

corresponding 

wavelengths using FDTD. 

Design the PV cell for 

the PV cell with the 

nanoparticles placed 

periodically on top, and 

then generate absorption 

enhancement graphs for 

each diameter and pitch 

using FDTD. 

Using FDTD, generate 

optical near-field 

enhancement images for 

each configuration to 

relate the optical 

absorption enhancement 

with interaction of the 

electric fields with the PV 

cell. 

 

Using DEVICE, generate 

short current density, 

open circuit voltage, fill 

factor and power results 

for each configuration 

analyzed. 

 

 

Repeat the whole 

procedure by changing 

the type of substrate of 

the PV cell. 

 

Using DEVICE, create a 

model of the design with 

the particular substrate 

and the contacts and then 

load the generated file 

from FDTD. 

Figure 1. 1 Research Flowchart 
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1.5  Organization of this Report 

The thesis consists of five chapters. A short explanation is introduced here: 

 Chapter 1: Introduction 

This chapter discusses about the issue relating to the background of the thesis objectives, 

flowchart and research structure. 

 Chapter 2: Literature Review 

This chapter discusses mainly about solar cells in general, basic principles of solar cell, 

thin-film amorphous silicon solar cells, nanostructured solar cells, plasmon resonance 

phenomena and the finite- difference-time-domain methodology. Some literature regarding 

this thesis topic is also included in this chapter. 

 Chapter 3: FDTD Algorithm 

This chapter will give an understanding of the FDTD Algorithm which is the basis for the 

simulations and data collected from the software by Lumerical Inc. It includes Maxwell‘s 

equations as well as the flow chart of the algorithm developed by different scientists. 

 Chapter 4: Research Methodology 

This chapter will discuss the process of extracting and finding different parameters studied 

for this research in detail. The process of simulation setup, plasmonic resonance of silver, 

optical optical absorption enhancement, short circuit current density (JSC), open circuit 

voltage (VOC), output power (P), fill factor (FF), and near field enhancement images. 

 Chapter 5: Result and Discussion 

The results of the simulation will be exhibited and critically analyzed to understand any 

trends or correlations that may be present with the data. 

 Chapter 6: Conclusion & Future Work 

Finally, a conclusion on the obtained results is presented. This also includes the originalities 

within the thesis, and suggestions for future work. 
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2. CHAPTER 2  

    LITERATURE REVIEW  

2.1  Solar Energy 

Solar energy in one form or another is the source of almost all energy on the earth. Like all 

other animals and plants and species, humans depend on the energy from sun for food and 

warmth. However, people also harness the sun's energy in numerous other dissimilar ways. 

For instance, plant matter from a past geological age (fossil fuels), is used for transportation 

and electricity generation and is basically just stored solar energy from millions of years 

earlier in the past. Similarly, biomass transforms the sun's energy into a fuel, which can then 

be utilized for heat, transport or electricity. Wind energy, used for hundreds of years to 

deliver mechanical energy or for transportation, uses air currents that are formed by solar 

heated air and the revolution of the earth. Nowadays wind turbines transform wind power 

into electricity along with its traditional uses. Adding to the fact, even hydroelectricity is 

derived from the energy from the sun. Hydroelectricity depends on the evaporation of water 

by the sun, and its following return to the Earth as rain to provide water in dams. Photovoltaic 

(often abbreviated as PV) is a simple and smart technique of harnessing the energy from the 

sun. PV devices (solar cells) are unique in that they directly transform the incoming solar 

radiation into electricity, with no pollution or moving parts, no sound pollution, making them 

robust, reliable and durable. Solar cells are built on the similar principles and materials 

behind the communications and computer revolutions, and this section covers the process, 

use and applications of photovoltaic devices and systems as well as thin-film solar cells and 

plasmonic solar cells. 

2.2  The Greenhouse Effect 

Even though the majority of photovoltaic devices used nowadays are for purely practical 

and economic causes, a potential advantage of photovoltaic is that it is one of the most 

environmentally friendly techniques of harnessing energy and generating electricity. The 

ecofriendly impact of power generation, predominantly the greenhouse effect, supplements a 



11 

 

vital motive for investigating photovoltaic. A short summary of the greenhouse effect is 

discussed below. 

The temperature of the Earth is an outcome of an equilibrium established between the 

incoming radiation from the sun and the energy radiated into space by the Earth. The 

outgoing radiation emitted by the Earth is intensely affected by the existence and 

configuration of the atmosphere. If this planet had no atmosphere, as on the moon, the 

average temperature on the Earth's surface would be about -18°C. However, a natural 

background level of 270 ppm carbon dioxide (CO2) in the atmosphere absorbs outgoing 

radiation, in that way retaining this energy in the atmosphere and warming up the Earth. For 

this reason, the atmosphere causes the Earth's temperature to be about 15°C on average which 

is 33°C above the moon. Carbon dioxide absorbs intensely in the 13-19 µm wavelength band 

and water vapor, one more atmospheric gas, absorbs strongly in the 4-7 µm wavelength band. 

Most outgoing radiation around 70% escapes in the range between 7-13 µm. 

Human activities are gradually releasing "anthropogenic gases" into the atmosphere, 

which absorb in the 7-13 µm wavelength range, particularly carbon dioxide, ozone, nitrous 

oxides, methane, and chlorofluorocarbons (CFC's). These gases inhibit the usual escape of 

energy and potentially will lead to a rise in earthly temperature. Current indication suggests 

"effective" CO2 levels will twice over by 2030, causing global warming of 1~4°C. This would 

lead to changes in rainfall and wind patterns and thus it may cause the interior of continents 

to dry out and cause the Earth's oceans to rise. Further rises in the release of anthropogenic 

gases would, of course, cause more drastic effects. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 Figure 2. 1 Relationship of the rise in atmospheric carbon dioxide 

concentration (blue line) with the rise in average temperature (red line) 
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The graph [34] above only goes to the mid-90s since that was the time writing of 

PVCDROM started. At the time there was substantial debate about whether the warming was 

a trend or a statistical fluctuation. By seeing the trend, there was some hope that the average 

temperatures would decrease again to the level of the statistical average. Unfortunately, in the 

prevailing years the temperature of the earth has sustained to rise as shown in the graph [35] 

below. 

Evidently, human activities have now reached a scale where they are causing considerable 

impact on the planet's environment and its appeal to humans. The side-effects could be 

devastating and technologies with less environmental impact and no "greenhouse gas" 

emissions are expected to be of increasing importance over the upcoming years. Since the 

energy sector is the main producer of "greenhouse gases" through the burning of fossil fuels, 

technologies such as photovoltaic, which can substitute for fossil fuels, must gradually be 

used [36]. 

  

 

 

 

 

 

 

 

 

 

 

 

Figure 2. 2 Average surface temperature of the earth. Temperatures are continuing 

their upward rise.NASA2010 
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2.3  Properties of sunlight and its effects 

The light that is seen daily is only a portion of the total energy 

emitted by the sun‘s incident on the earth. Sunlight is a form of 

"electromagnetic radiation" and the visible light that is seen is a 

small subdivision of the electromagnetic spectrum shown at the 

right [37]. 

The electromagnetic spectrum refers to light as a wave which 

has a particular wavelength. The explanation of light as a wave 

first gained recognition in the early 1800's when experiments by 

Thomas Young, François Arago, and Augustin Jean Fresnel 

exhibited interference effects in light rays, signifying that light is 

made of waves. By the late 1860's light was regarded as part of 

the electromagnetic spectrum. On the other hand, in the late 

1800's a problem with the wave-based opinion of light became 

obvious when experiments measuring the spectrum of 

wavelengths from heated objects could not be clarified by means 

of the wave-based equations of light. This disagreement was 

fixed by the works of M. Planck [38] in 1900, and Einstein [39] 

in 1905.  

Planck suggested that the total energy of light consists of 

vague energy elements, or a quanta of energy. Einstein, while investigating the photoelectric 

effect (the discharge of electrons from certain metals and semiconductors when hit by light), 

appropriately distinguished the values of these quantum energy elements. For their work in 

this field of study, Planck and Einstein won the Nobel Prize for physics in 1918 and 1921, 

respectively and based upon on this work, light may be regarded as consisting of "packets" or 

particles of energy, called photons [40]. 

At present, quantum-mechanics give details about both the observations of the wave 

nature and the particle nature of light. In quantum mechanics, a photon, like all other 

quantum-mechanical particles such as electrons, protons etc., is most precisely visualized as a 

"wave-packet". A wave packet is defined as a group of waves which may interact in such a 

system that the wave-packet may either seem  to be spatially localized (in a similar fashion as 

a square wave which results from the addition of an infinite number of sine waves), or may 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2. 3 The 

electromagnetic spectrum. 
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interchangeably appear simply as a wave. In the circumstances where the wave-packet is 

spatially localized, it acts as a particle. Hence, depending on the condition, a photon may 

appear as either a wave or as a particle and this idea is called "wave-particle duality"[41]–

[43]. 

A complete physical account of the properties of light needs a quantum-mechanical 

analysis of light, since light is a type of quantum-mechanical particle called a photon. For 

photovoltaic applications, this detailed description is occasionally required and for that reason 

only a few sentences on the quantum nature of light are mentioned here. Nevertheless, in 

some situations (fortunately, rare in PV systems), light may act in a way which seems to 

disobey common sense, based on the simple details given here. The term "common sense" 

refers to this observation and cannot be dependent on to observe the quantum-mechanical 

effects because these happen under situations outside the range of human observation.  

There are quite a few key characteristics of the incident solar energy which are crucial in 

defining how the incident sunlight interacts with a photovoltaic converter or any other object. 

The significant characteristics of the incident solar energy are: 

 the spectral content of the incident light; 

 the radiant power density from the sun; 

 the angle at which the incident solar radiation strikes a photovoltaic unit; and 

 the radiant energy from the sun throughout a year or day for a particular surface. 

2.3.1 Energy of Photon 

A photon is characterized by either a wavelength, symbolized by λ or equivalently energy, 

symbolized by E. There is an inverse relationship among the energy of a photon (E) and the 

wavelength of the light (λ) given by the equation [44]: 

 𝐸 = 𝑕𝑐
λ⁄  (2.1) 

where h is Planck's constant and c is the speed of light, 

h = 6.626 × 10
-34

 Joule·s 

c = 2.998 × 10
8
 m/s 
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The inverse relationship means that light consisting of high energy photons (such as blue 

light) has a short wavelength whereas, light consisting of low energy photons (such as red 

light) has a long wavelength. 

When dealing with particles such as electrons or photons, a commonly used unit of energy 

is the electron-volt (eV) rather than the joule (J). An electron-volt is the energy essential to 

raise an electron through 1 volt, thus a photon with an energy of 1 eV = 1.602 × 10
-19

 J. 

2.3.2 Solar Radiation at Earth’s Surface 

The solar radiation incident on the atmosphere of the Earth is relatively constant, but the 

radiation at its surface differs broadly due to: 

 atmospheric effects, including absorption and scattering; 

 local variations in the atmosphere, such as water vapor, clouds, and pollution; 

 latitude of the location; and 

 the season of the year and the time of the day. 

The above properties have numerous influences on the solar radiation received at the 

surface of the Earth. These changes comprise differences in the total power received, the 

spectral content of the light and the angle from which light is incident on a particular surface. 

Additionally, an important alteration is that the variability of the solar radiation at a particular 

place rises intensely. The inconsistency is because of both local effects such as clouds and 

seasonal variations, along with other effects such as the length of the day at a specific 

latitude. Desert areas seem to have lesser variations because of local atmospheric phenomena, 

for instance- clouds. Equatorial regions have low variability between seasons. A picture is 

shown below 

[37]. 

The quantity of 

energy from sun 

getting into the 

Earth‘s surface 

every hour is 

more than the 

 

Figure 2. 4 Solar radiation at the 

surface of Earth differs from the 

solar radiation incident on the 

atmosphere of Earth. Air 

pollution, latitude of a location, 

cloud cover and the time of the 

year can all cause differences in 

solar radiance at the surface of 

the Earth. 
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amount of energy consumed by the population of Earth over an entire year [45].  

2.3.3 Atmospheric Effects 

The effects of atmosphere have numerous influences on the solar radiation at the surface 

of the Earth. The picture below illustrates the features which effect the PV applications [37]. 

The main features which effect the photovoltaic applications are: 

 a decrease in the power of the solar 

radiation caused by absorption, scattering and reflection 

in the atmosphere; 

 an alteration in the spectral content of the 

solar radiation because of more absorption or scattering of 

various wavelengths; 

 the presence of a diffuse or unintended 

component into the solar radiation; and 

 local variations in the atmosphere (such as 

pollution and clouds, water vapor) which have added 

effects on the incoming power, directionality and 

spectrum. 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2. 5 Absorption and 

scattering of incident sunlight 

in clear sky 
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2.3.4 Air Mass  

The term air mass is the length of the path which light takes through the atmosphere 

normal to the shortest possible path length (i.e., when the sun is directly overhead). The Air 

Mass measures the decrease in the power of light as it goes through the atmosphere and is 

absorbed by air and dust. The Air Mass can be defined by the following equation [37]: 

 𝐴𝑀 = 
1

𝑐𝑜𝑠 θ
 (2.2) 

where θ is the angle from the vertical (zenith angle). Air Mass is value is 1when the sun is 

directly overhead as shown in the figure [37]. 

  

 

  

Figure 2. 7 An easy method to determine the air 

mass is from the shadow of a vertical pole. 

 

Figure 2. 6 The air mass signifies the percentage of atmosphere 

that the light has to pass through before striking the Earth in 

relation to its overhead path length, and is equal to Y/X.  
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Air mass can also be defined as the length of the hypotenuse divided by the object height h 

as shown in the figure [37], and from Pythagoras's theorem the formula is:  

 𝐴𝑀 = √1 + (
𝑠

𝑕
)

2

 (2.3) 

The calculation for air mass which is shown above assumes that the atmosphere is a plane 

horizontal layer, but due to the curvature of the atmosphere, the air mass to a certain extent is 

not equal to the atmospheric path length when the sun is near to the horizon. The air mass 

becomes infinite when the angle of the sun from the vertical position is 90° (at sunrise), 

whereas the path length clearly is not. An equation which includes the curvature of the earth 

is [46]: 

 𝐴𝑀 = 
1

cos 𝜃  + 0.5072(96.07995 −  𝜃)−1.6364
 (2.4) 

 

 

 

Figure 2. 8 Air Mass- AM0 and AM1.5 
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 ASTM E-490 2.3.4.1

The standard space application spectrum is referred to as AM0. It has a 1366.1 W/m
2
 

built-in power. 

 ASTM G-173-03 (International Standard ISO 9845-1, 1992) 2.3.4.2

For ASTM G-173, two standards are well-defined for terrestrial use. The AM1.5 Global 

spectrum is designed for plane plate components and has an integrated power of 1000 

W/m2 (100 mW/cm2). The AM1.5 Direct (+circumsolar) spectrum is defined for work related 

to solar concentrator. It includes the direct sunbeam from the sun plus the circumsolar 

component in a disk 2.5 degree around the sun. The AM1.5 Direct (+circumsolar) spectrum 

has an integrated power density of 900 W/m2. For generating the standard spectra, SMARTS 

(Simple Model of the Atmospheric Radiative Transfer of Sunshine) program is used and can 

also be used to generate other spectra as required [37]. 

2.4  Semiconductor Materials 

Although semiconductor materials in the periodic table originate from different groups, 

they have certain characteristics. The features of the semiconductor material relate to their 

nuclear features and vary from group to group. To enhance the design and select the ideal 

material for a PV implementation, researchers and developers take advantage of such 

variations. 

The atoms in a semiconductor are substances either from group IV of the periodic table, or 

Figure 2. 9 A section of the periodic table. Blue 

shows more common semiconductor materials 
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from group III and V (called III-V semiconductors), or from group II and VI systems (called 

II-VI semiconductors) [47]. Because in the periodic table, different semiconductors consist of 

components from distinct groups, characteristics differ from one semiconductor to another. 

As the basis for integrated circuit (IC) chips, silicon, which is a group IV element, is the most 

widely used semiconductor material and is the most mature technology, and most solar cells 

are also built on silicon. A section of the periodic table is shown below [37]. 

2.4.1 Structures of Semiconductors 

Semiconductors such as Silicon (Si) consist of individual atoms linked together in a 

regular, periodic structure to create an arrangement whereby 8 electrons surround each atom. 

An atom is made up of a nucleus with a core of protons (positively charged particles) and 

neutrons (particles having no charge) bounded by negatively charged electrons. In a neutral 

atom the number of protons and electrons is equal, so it means that the atom has electrically 

no charge. In a semiconductor, the electrons surrounding each atom are part of a covalent 

bond. A covalent bond is made up of two atoms that share a pair of electrons. Each atom is 

made up of four covalent bonds with the four neighboring atoms. Thus, 8 electrons are 

shared between each atom and its four neighboring atoms [48], [49]. A semiconductor's 

structure is displayed in the figure below [37]. 

 

 

 

 

 

2.4.2 Conduction in Semiconductors 

A semiconductor's bond structure determines its material characteristics. The energy levels 

that the electrons can occupy and how they move around the crystal lattice are one of the 

main effects. Covalent bond holds the electrons which are created between each of the atoms 

in the lattice structure and therefore the electrons are located in the region containing the 

atom. These bonded electrons are not capable of moving or changing energy and are 

therefore not considered free and cannot take part in current flow, absorption or any other 

physical processes of involvement in solar cells. Nevertheless, all electrons in this "stuck" 

Figure 2. 10 Schematic illustration of 

covalent bonds in a silicon crystal lattice. 

Every line attaching the atoms signifies an 

electron being shared amongst the two. 

Two electrons being shared form the 

covalent bond. 
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bonded structure, are only at complete zero temperature. Electrons can obtain enough energy 

to escape from their bonds at higher temperatures, particularly at the temperatures where 

solar cells function. The atoms are free to move around the crystal lattice and engage in 

conduction when this happens. That being said, a semiconductor has sufficient free electrons 

at room temperature to permit the flow of electricity whereas a semiconductor acts like an 

insulator at or near absolute zero [50]–[52]. 

When an electron receives sufficient energy to engage in conduction (i.e. "free to move"), 

it is at a higher energy level. The electron is at a low energy state when the electron is bound 

and therefore cannot engage in the conduction. The existence of the bond between the two 

atoms therefore creates two separate energy states for the electrons. The electron is unable to 

achieve intermediate energy values to these two levels; either it is in the bond's lower energy 

state, or it has gained sufficient energy to break loose and thus has a certain amount of 

energy. For a semiconductor, this certain amount of energy is called its band gap. The amount 

and energy of these free electrons which are involved in conduction, is fundamental to the 

functioning of electronic systems. 

The space which is left behind by the electrons enables a covalent bond to shift from one 

electron to another, making it look like a positive charge moving through the crystal lattice. 

This empty space is frequently referred to as a hole, comparable to an electron, but with a 

positive charge [52]. 

The most significant parameters for solar cell activity of a semiconductor material are: 

 the band gap; 

 the number of free carriers (electrons or holes) available for conduction; and 

 the generation and recombination of free carriers (electrons or holes) in response 

to light shining on the material. 
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2.4.3 Band Gap in Semiconductors 

A semiconductor's band gap is the minimum energy needed to excite an electron that is 

stuck in its covalent bond into a free state where it can take part in the conduction. Its band 

structure provides the electrons' energy on the y-axis and is termed as band diagram [37]. A 

semiconductor's lower energy level is called the valence band (EV) and the energy level at 

which an electron can be called free is known as the conduction band (EC). The band gap 

(EG) is the energy gap between the bound state and the free state, between the band of 

valence and the band of conduction. The band gap is therefore the minimum energy change 

needed to excite the electron to be able to take part in the conduction. 

Once the electron is pushed into the conduction band, it is able to move freely around the 

semiconductor and engage in the conduction. In the meantime, an electron's excitation to the 

conduction band, will also allow for an additional conduction process. An electron's 

excitation to the conduction band allows an electron to get an empty space. An electron can 

move into this empty space from a nearby atom. It puts behind another space when this 

electron passes. The continuous motion of an electron's space, called a hole, can be illustrated 

as the motion of a positively charged particle through the crystalline structure. As result, the 

excitation of an electron into the conduction band outcomes not only an electron in the 

conduction band, but also a hole in the valence band. The electron and the hole therefore, can 

participate in the conduction and are known as carriers. 

The idea of a moving hole is similar to that of a liquid bubble. Even though it is effectively 

Figure 2. 11 Band gap diagram displaying the various dimensions of 

conductors, semiconductor and insulator band gaps 
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the liquid that flows, the movement of the bubble moving in the reverse direction is simpler 

to define [52]. 

2.4.4 Doping 

By doping, it is possible to change the balance of electrons and holes in a silicon crystal 

lattice. For the production of n-type semiconductor material, atoms with one more valence 

electron than silicon are used. These n-type materials are in the periodic table under group V 

elements, and therefore their atoms have 5 valence electrons which can form covalent bonds 

with the 4 valence electrons that silicon atoms have. Because only 4 valence electrons of each 

atom (silicon and n-type) are required to form the covalent bonds around the silicon atoms, 

the additional valence electron is free to engage in the conduction (because n-type products 

have 5 valence electrons) when the two atoms are bonded. As a result, more electrons are 

introduced to the conduction band and thus increases the amount of electrons present.  

P-type material results in atoms with one less valence electron. In the periodic table, these 

p-type materials are elements of group III. Thus, p-type material only has 3 valence electrons 

to bond with the atoms of silicon. The net result is a hole because there are not enough 

electrons to form the four covalent bonds that surround the atoms. The amount of electrons 

trapped in bonds in p-type material is greater, thereby increasing the amount of holes 

effectively. There is always more than one sort of carrier in doped material than the other and 

the type of carrier with the higher concentration is called a majority carrier, whereas the 

lower concentration carrier is known as minority carrier [51], [52]. A schematic is shown in 

the figure below [37]. 

The table below summarizes the characteristics of semiconductor types in silicon. 

Figure 2. 12 Schematic of a silicon crystal lattice doped with impurities to form n-type 

and p-type semiconductor material. 
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Table 2. 1 Properties of semiconductor types in silicon 

 N-type (negative) P-type (positive) 

Dopant Group V (e.g. Phosphorous) Group III (e.g. Boron) 

Bonds Excess Electrons Missing Electrons (Holes) 

Majority Carriers Electrons Hole 

Minority Carriers Holes Electrons 

2.5  Generation and Recombination of electron –holes pairs 

The method by which electrons, producing an electron-hole pair, are excited from the 

valence band to the conduction band is called generation. The reverse process is called 

recombination, which involves relaxation of free electrons from the CB into a vacancy (hole) 

in the VB, resulting the destruction of an electron-hole pair. Generation and Recombination 

happen at the same rate within the cell under thermal equilibrium to maintain the electrons 

and holes populations. 

If the process of generation requires input energy from photons, phonons (vibrational 

energy of the lattice), or kinetic energy from other particles, recombination is a process of 

relaxation in which energy is released by the same mechanisms. The following subsections 

provide a more comprehensive description [52]. 

2.5.1 Generation 

To operate a solar cell, the absorption of light and the generation of an electron hole pair 

are fundamental. The coefficient of absorption defines how far light of a specific wavelength 

can pass into a material  before it is absorbed. Light is poorly absorbed in a material with 

lower absorption coefficient, and if the material is too thin, the material will look as if it is 

transparent to that wavelength. The coefficient of absorption relies on the material as well as 

the wavelength of light that is being absorbed. Semiconductor materials have a sharp edge in 

their coefficient of absorption, because the light that has energy just below the band gap does 

not have enough energy to energize an electron from the valence band into the 
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conduction band [52]. This light therefore is not absorbed. The absorption coefficient for a 

number of semiconductor materials is shown in the figure [37]. The key points of the 

generation process is mentioned in the following: 

 If the photon's energy is equal to or greater than the material's band gap, the photon is 

absorbed by the material and stimulates the electron into the conduction band. 

 When a photon is absorbed, both minority and majority carrier are generated. 

 The generation of photon charge carriers is the cornerstone for the creation of 

photovoltaic electricity. 

 Different substrates of semiconductors have distinct absorption coefficients. 

 Higher absorption coefficient materials more easily absorb photons that stimulate 

electrons into the conduction band. 

 Knowing material absorption coefficients helps engineers to determine which 

materials to use in their models for solar cells. 

 The absorption depth is provided by the reverse of the coefficient of absorption and 

explains how intensely light penetrates into a semiconductor before being absorbed. 

Figure 2. 13 The absorption coefficient, α, in a variety of 

semiconductor materials at 300K as a function of the vacuum 

wavelength of light. 
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 Higher energy light has a smaller wavelength and a smaller absorption range than 

lower energy light, which will not be absorbed as easily and has a higher absorption 

depth. 

 Absorption depth influences features of the design of solar cells, like the thickness of 

the material of the semiconductor. 

 The generation of an electron-hole pair can be determined for the complete standard 

solar spectrum, at any position within the solar cell or at any wavelength of light. 

 Generation is the largest on the material surface where most of the light is absorbed. 

 Since the light used in photovoltaic applications includes many distinct wavelengths, 

the design of a solar cell requires consideration of many different generation rate. 
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2.5.2 Recombination 

The opposite of generation is the recombination process.  An electron recombines with a 

hole and produces either heat or light by giving up the energy. It is also called a light emitting 

diode (LED) a device where the recombination is designed specifically to give off light. 

Any electron in the conduction band is in a semi-stable state and will ultimately settle in 

the valence band to a lower energy state. It has to shift into an empty valence band state when 

this happens. Therefore, if the electron returns to the valence band, it effectively eliminates a 

hole as well. And this process is known as recombination. In the majority of a single crystal 

semiconductor, there are three basic types of recombination. These are: 

 Radiative recombination; 

 Auger recombination; and 

 Shockley-Read-Hall recombination. 

The lifetime of the minority carrier and the diffusion length parameters are heavily 

dependent on the type and magnitude of the semiconductor recombination processes. SRH 

recombination is the prevalent mechanism of recombination for numerous types solar 

cells made out of silicon. The recombination rate will rely on the amount of faults in the 

material, as doping increases the number of defects in the solar cells. Also, the rate of SRH 

recombination is increased by doping. Moreover, since Auger recombination will be more 

expected to exist in heavily doped and excited material, as doping increases, the 

recombination process itself is enhanced. The technique used to manufacture and process the 

semiconductor wafer also has a significant effect on the length of the diffusion [52]. 

The key points of the recombination process is mentioned in the following: 

 Eventually, electrons, recombining with a hole, lose energy and settle back to the 

valence band. 

 Three recombination types exist: Radiative, Shockley-Read-Hall and Auger. 

 In silicon-based solar cells, SRH recombination from Auger recombination 

dominates. 

 Recombination, among other variables is connected with the lifetime of the 

material, and hence of the solar cell. 
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 A semiconductor's lifespan depends on the rate of recombination, which depends 

on the concentration of minority carriers. 

 The material's lifespan takes into consideration the different recombination types. 

 Lifetime is an indication of the solar cell's efficiency and is therefore a main factor 

in the selection of solar cell materials. 

 The average length that a carrier moves between generation and recombination is 

known as the diffusion length. 

 Highly doped semiconductor materials have higher rates of recombination and 

therefore have shorter diffusion length. 

 Higher diffusion lengths are reflective of longer lifetime of materials and thus an 

important attribute with semiconductor materials to be considered.  

 Recombination is quite high in areas of deformities, such as on the surface of solar 

cells where the lattice is interrupted. 

 In solar cells, surface recombination is high, but can be constrained. 

 Understanding the effects and the methods 

of limiting surface recombination results in better and more robust models of solar 

cells. 

The pictures below [37] show the illustration of the photo generation and recombination 

process. 

Figure 2. 14 Drawing of the photogeneration process, portraying (left) transparency loss 

mechanism, (center) photogeneration, (right) thermalization loss. 
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Figure 2. 15 Scheme of the main recombination processes 
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2.6  Solar Cell Structures and Operation 

2.6.1 P-n junction 

 As shown below, p-n junctions are formed by fitting together materials of the n-type and 

p-type semiconductor. Since the region of n-type has a high concentration of electrons and 

the p-type has a high concentration of hole, electrons diffuse from the side of n-type to the 

side of p-type. Likewise, the holes flow from the p-type side to the n-type side by diffusion. If 

the electrons and holes were not charged, this process of diffusion would proceed until there 

was the same concentration of electrons and holes on both sides as if two gases were in 

contact with one another. Even so, when the electrons and holes migrate to the other side of 

the p-n junction, they leave behind uncovered charges on dopant atom locations that are fixed 

in the crystal lattice and therefore unable to move. Positive ion cores are exposed on the n-

type side whereas negative ion cores are exposed on the p-type side. Between the positive ion 

cores in the n-type material and negative ion cores in the p-type material, an electric field is 

formed. This region is known as the depletion region, as the electric field sweeps free carriers 

quickly, which is why the region is depleted from free carriers. Due to the electric field, a 

built-in potential Vbi is formed at the junction [52]. The picture below [37] shows the 

overview of the mechanism of p-n junction. 

 

  

Figure 2. 16 An overview of the mechanism p-n junction 
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2.6.2 Solar Cell Structure 

 A solar cell is an electronic device that transforms sunlight directly into electricity. Light 

falling on the solar cell generates a current as well as a voltage to produce electricity. First, 

this method involves a material in which the absorption of light lifts an electron to a higher 

energy state, and second, moving this high energy electron from the solar cell to an external 

circuit. In the external circuit, the electron then dissipates its energy and returns back to the 

solar cell [37]. The requirements for photovoltaic energy conversion may be met by a variety 

of materials and processes, but in reality almost all photovoltaic energy transformation uses 

semiconductor materials in the manner of a p-n junction [52]. 

 

2.6.3 Solar Cell Operation 

The fundamental steps in a solar cell's operation are: 

 the generation of light-generated carriers; 

 the collection of the light-generated carriers to generate a current; 

 the generation of a large voltage across the solar cell; and 

 the dissipation of power in the load and in resistances. 

Figure 2. 17 Cross-section of a typical solar cell 
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There are two main procedures involved in generating current in a solar cell, recognized as 

the light-generated current. The first method is to absorb incident photons in order to create 

pairs of electron-holes. In the solar cell, electron-hole pairs will be generated as long as 

the incident photon has more energy than the band gap. But then again, electrons (in the 

material of the p-type) and holes (in the material of the n-type) are meta-stable and will only 

exist, on average, for a length equal to the lifetime of the minority carrier before recombining. 

If the carrier recombines, the light-generated electron-hole pair will be lost and therefore 

no current or power will be generated. 

A second method which involves the collection of these carriers by the p-n junction, 

prevents this recombination by using a p-n junction to distinguish the electron from the hole 

temporally. The carriers are isolated at the p-n junction by the action of the electric field. If 

the light-generated minority carrier hits the p-n junction, at the intersection, where it is now a 

majority carrier, it is swept across the junction by the electric field. The light-generated 

carriers flow through the external circuit if the base and emitter of the solar cell are linked 

together (that is if the solar cell is short-circuited). 

Quantum Efficiency (QE) is the ratio of the amount of electrons that the solar cell collects 

to the amount of photons incident on the solar cell of a specified energy. The quantum 

efficiency can be provided either as a wavelength feature or as an energy function. If all 

photons of a particular wavelength are absorbed and the resulting minority carriers are 

gathered, then the value of the quantum efficiency at that particular wavelength will be unity 

[52]. 

2.7  Solar Cell Parameters 

2.7.1 Short Circuit Current  

 The short-circuit current is the current through the solar cell when the voltage across 

the solar cell is zero (i.e., when the solar cell is short circuited). Usually written as ISC, the 

short-circuit current is shown on the IV curve below [37]. 
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The short-circuit current is due to the generation and collection of light-generated carriers. 

For an ideal solar cell at most moderate resistive loss mechanisms, the short-circuit current 

and the light-generated current are identical. Therefore, the short-circuit current is the largest 

current which may be drawn from the solar cell. 

The short-circuit current depends on a number of factors which are described below: 

 the area of the solar cell. To remove the dependence of the solar cell area, it is 

more common to list the short-circuit current density (Jsc in mA/cm2) rather than 

the short-circuit current; 

 the number of photons (i.e., the power of the incident light source). Isc from a 

solar cell is directly dependent on the light intensity; 

 the spectrum of the incident light. For most solar cell measurement, the spectrum 

is standardized to the AM1.5 spectrum; 

 the optical properties (absorption and reflection) of the solar cell; and 

 the collection probability of the solar cell, which depends chiefly on the surface 

passivation and the minority carrier lifetime in the base. 

When comparing solar cells of the same material type, the most critical material parameter 

is the diffusion length and surface passivation. In a cell with perfectly passivized surface and 

Figure 2. 18 I-V curve of a solar cell showing the short-

circuit current. 



34 

 

uniform generation, the equation for the short-circuit current can be approximated as [37]: 

 𝐽𝑠𝑐 = 𝑞𝐺(𝐿𝑛 + 𝐿𝑝) (2.5) 

where G is the generation rate, and Ln and Lp are the electron and hole diffusion lengths 

respectively. Although this equation makes several assumptions which are not true for the 

conditions encountered in most solar cells, the above equation nevertheless indicates that the 

short-circuit current depends strongly on the generation rate and the diffusion length. 

Silicon solar cells under an AM1.5 spectrum have a maximum possible current of 46 

mA/cm2. Laboratory devices have measured short-circuit currents of over 42 mA/cm2, and 

commercial solar cell have short-circuit currents between about 28 mA/cm2 and 35 mA/cm2 

[37]. 

2.7.2 Open Circuit Voltage (VOC) 

 The open-circuit voltage, VOC, is the maximum voltage available from a solar cell, 

and this occurs at zero current. The open-circuit voltage corresponds to the amount of 

forward bias on the solar cell due to the bias of the solar cell junction with the light-generated 

current. The open-circuit voltage is shown on the IV curve below [37]. 

An equation for VOC is found by setting the net current equal to zero in the solar cell 

equation to give [37]: 

 𝑉𝑂𝐶 = 
𝑛𝑘𝑇

𝑞
𝑙𝑛 (

𝐼𝐿
𝐼0

+ 1) (2.6) 

Figure 2. 19 I-V curve of a solar cell showing the open-circuit 

voltage. 
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A casual inspection of the above equation might indicate that VOC goes up linearly with 

temperature. However, this is not the case as I0 increases rapidly with temperature primarily 

due to changes in the intrinsic carrier concentration ni. The effect of temperature is 

complicated and varies with cell technology. VOC decreases with temperature. If temperature 

changes, I0 also changes. 

The above equation shows that Voc depends on the saturation current of the solar cell and 

the light-generated current. While Isc typically has a small variation, the key effect is the 

saturation current, since this may vary by orders of magnitude. The saturation current, 

I0 depends on recombination in the solar cell. Open-circuit voltage is then a measure of the 

amount of recombination in the device. Silicon solar cells on high quality single crystalline 

material have open-circuit voltages of up to 764 mV under one sun and AM1.5 conditions 

[53], while commercial devices on multi-crystalline silicon typically have open-circuit 

voltages around 600 mV. 

The VOC can also be determined from the carrier concentration [54]: 

 𝑉𝑂𝐶 = 
𝑘𝑇

𝑞
𝑙𝑛 [

(𝑁𝐴 + ∆𝑛) ∆𝑛

𝑛𝑖
2 ] (2.7) 

where kT/q is the thermal voltage, NA is the doping concentration, An is the excess carrier 

concentration and ni is the intrinsic carrier concentration. The determination of VOC from the 

carrier concentration is also termed Implied VOC [37], [52]. 

2.7.3 Fill Factor 

 The short-circuit current and the open-circuit voltage are the maximum current and 

voltage respectively from a solar cell. However, at both of these operating points, the power 

from the solar cell is zero. The "fill factor", more commonly known by its abbreviation "FF", 

is a parameter which, in conjunction with Voc and Isc, determines the maximum power from 

a solar cell. The FF is defined as the ratio of the maximum power from the solar cell to the 

product of Voc and Isc so that [37]: 

 𝐹𝐹 =  
𝑉𝑀𝑃 𝐼𝑀𝑃

𝑉𝑜𝑐𝐼𝑜𝑐
 (2.8) 
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Graphically, the FF is a measure of the "squareness" of the solar cell and is also the area of 

the largest rectangle which will fit in the IV curve. The FF is illustrated below [37]. 

2.7.4 I-V Curve 

The IV curve [37] of a solar cell is the superposition of the IV curve of the solar cell diode 

in the dark with the light-generated current. The light has the effect of shifting the IV curve 

down into the fourth quadrant where power can be extracted from the diode. Illuminating a 

cell adds to the normal "dark" currents in the diode so that the diode law becomes [55]: 

 𝐼 =  𝐼𝑂 [𝑒𝑥𝑝 (
𝑞𝑉

𝑛𝑘𝑇
) − 1] − 𝐼𝐿 (2.9) 

where IL = light generated current. 

The power curve has a maximum denoted as PMP where the solar cell should be operated to 

give the maximum power output. It is also denoted as PMAX or maximum power point (MPP) 

and occurs at a voltage of VMP and a current of IMP.  

Figure 2. 20 Graph of cell output current (red line) and power (blue line) as a function of 

voltage. Also shown are the cell short-circuit current (Isc) and open-circuit voltage (VOC) 

points, as well as the maximum power point (Vmp, Imp). 
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2.7.5 Solar Cell Efficiency 

 The efficiency is the most commonly used parameter to compare the performance of 

one solar cell to another. Efficiency is defined as the ratio of energy output from the solar cell 

to input energy from the sun. In addition to reflecting the performance of the solar cell itself, 

the efficiency depends on the spectrum and intensity of the incident sunlight and the 

temperature of the solar cell. Therefore, conditions under which efficiency is measured must 

be carefully controlled in order to compare the performance of one device to another. 

Terrestrial solar cells are measured under AM1.5 conditions and at a temperature of 25°C. 

Solar cells intended for space use are measured under AM0 conditions. 

The efficiency of a solar cell is determined as the fraction of incident power which is 

converted to electricity and is defined as [37]: 

 𝑃𝑚𝑎𝑥 = 𝑉𝑂𝐶𝐼𝑆𝐶𝐹𝐹 (2.10) 

 𝜂 =  
𝑉𝑂𝐶𝐼𝑆𝐶𝐹𝐹

𝑃𝑖𝑛
 (2.11) 

Where: 

Voc is the open-circuit voltage;  

Isc is the short-circuit current; FF is the fill factor and  

Figure 2. 21 Current voltage (IV) cure of a solar cell. To get the maximum power 

output of a solar cell it needs to operate at the maximum power point, PMP. 
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η is the efficiency. 

The input power for efficiency calculations is 1 kW/m2 or 100 mW/cm2. Thus the input 

power for a 100 × 100 mm2 cell is 10 W and for a 156 × 156 mm2 cell is 24.3 W [37]. 

2.8  Photovoltaic Technologies 

Edmond Becquerel appears to have been the first to demonstrate the photovoltaic effect. 

Working in his father's laboratory as a nineteen year old, he generated electricity by 

illuminating an electrode with different types of light, including sunlight (see the figure 

below [56]). Best results were obtained with blue or ultraviolet light and when electrodes 

were coated with light sensitive material such as AgCl or AgBr. Although he usually used 

platinum electrodes, he also observed some response with silver electrodes. He subsequently 

found a use for the photovoltaic effect by developing an "actinograph" which was used to 

record the temperature of heated bodies by measuring the emitted light intensity [56]. 

 

 

 

 

 

Figure 2. 22 Diagram of apparatus described by 

Becquerel (1839) 
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2.8.1 Early Photovoltaic Technologies 

Few of the early photovoltaic developments are shown with pictures [57]–[63]: 

 

 

 

 

 

Figure 2. 23 Sample geometry used by Adams and Day (1876) for the 

investigation of the photoelectric effects in selenium. 

Figure 2. 24 Thin-film selenium demonstrated by Fritts in 1883.  
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Figure 2. 25 Early Grondahl-Geiger copper-cuprous oxide 

photovoltaic cell (circa 1927) 

Figure 2. 26 Structure of the most efficient photovoltaic devices 

developed during the 1930's. 

Figure 2. 27 Early silicon solar cell structure.  
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2.8.2 First Practical Silicon Solar Cells 

In the early 1950s Physicists at Bell Laboratories discovered that silicon is more efficient 

than selenium, creating the first practical solar cell — now 6% efficient [61]. This discovery 

led to solar cells capable of powering electrical equipment. In 1956, Western Electric began 

selling commercial licenses for its silicon PV technologies, but the prohibitive costs of silicon 

solar cells keep them from widespread market saturation.  

2.8.3 Generations of Solar Cells 

There are three generations of solar cells. The first generation cells are based on mono- 

and poly-crystalline silicon which are the most widely available commercially, and 

demonstrate an efficiency of around 15% to 26% [64]. The second generation cells are made 

from more hybrid material such as amorphous silicon, copper indium gallium selenide 

(CIGS) and cadmium telluride (CdTe), and typically require less material in their production; 

however, they have efficiencies of around 10% to 15% [64], [65]. The third and final generation 

of cells are made from organic materials such as polymers like polyphenylene vinylene and 

small molecule compounds like copper phthalocyanine (an organic pigment) [66]. This last 

generation can reach energy conversion efficiencies of up to 20%, but are expensive to 

manufacture, and thus not effectively scalable for mass production. 

2.8.4 Thin Film Solar Cells 

Thin film solar cells are the second generations of solar cells. Thin film solar cells are used 

in several technologies, including cadmium telluride (CdTe), copper indium gallium 

diselenide (CIGS), and amorphous thin-film silicon (a-Si, TF-Si). Its thickness varies from 

few nanometers to tens of micrometers which is much thinner than that of crystalline solar 

cells. This allows thin film cells to be flexible, and lower in weight. This technology has 

always been cheaper but less efficient than conventional crystalline silicon solar cells. 

However, research has been done over the years to increase its efficiency. This technology 

continued to improve so that in the early 21st century the global thin film photovoltaic market 

was growing at an unprecedented rate.  Several types of thin film solar cells are widely used 

because of their relatively low cost and their efficiency. 

 Types of Thin Film Solar Cells 2.8.4.1

 Cadmium telluride thin-film solar cells are the most common type available. They are 

https://www.aps.org/publications/apsnews/200904/physicshistory.cfm
https://en.wikipedia.org/wiki/Cadmium_telluride_photovoltaics
https://en.wikipedia.org/wiki/Copper_indium_gallium_selenide_solar_cells
https://en.wikipedia.org/wiki/Copper_indium_gallium_selenide_solar_cells
https://en.wikipedia.org/wiki/Amorphous_silicon
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less expensive than the more standard silicon thin-film cells. Cadmium telluride thin-films 

have a peak recorded efficiency of more than 18 percent (the percentage of photons hitting 

the surface of the cell that are transformed into an electric current). By 2014 cadmium 

telluride thin-film technologies had the smallest carbon footprint and quickest payback time 

of any thin-film solar cell technology on the market (payback time being the time it takes for 

the solar panel‘s electricity generation to cover the cost of purchase and installation) [56]. A 

model of the CdTe solar cell has been shown above [67]. 

Copper indium gallium selenide (CIGS) is another type of semiconductor used to 

manuf

acture 

thin-

film 

solar 

cells. 

CIGS 

thin-

film 

solar 

cells h

ave 

Figure 2. 28 Representation of a typical CdTe superstrate thin-film PV device. 

In this design, the layers of the device are put onto a glass ―superstrate‖ that 

permits sunlight to go in. The sunlight passes through the glass and produces electrical 

current and voltage in the lower layers. PV, Photovoltaic. Diagram reprinted with 

permission from The National Renewable Energy Laboratory (NREL). 

Figure 2. 29 Representation of a typical CIGS substrate thin-film photovoltaic 

device. In this design, the layers of the device are put onto a glass, metal, or 

polymer substrate. Sunlight go in through the top layer of the device (the 

transparent conducting oxide) and produces electrical current and voltage in the 

lower layers. 

https://www.britannica.com/science/silicon
https://www.britannica.com/technology/cell-electronics
https://www.britannica.com/technology/solar-cell
https://www.britannica.com/science/indium
https://www.britannica.com/technology/CIGS-solar-cell
https://www.britannica.com/technology/CIGS-solar-cell
https://www.britannica.com/technology/CIGS-solar-cell
https://www.britannica.com/technology/CIGS-solar-cell
https://www.britannica.com/technology/CIGS-solar-cell
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reached 20 percent efficiency in laboratory settings and 14 percent efficiency in the field, 

making CIGS a leader among alternative cell materials and a promising semiconducting 

material in thin-film technologies. CIGS cells traditionally have been more costly than other 

types of cells on the market, and for that reason they are not widely used. A diagram has been 

shown above [67]. 

Gallium arsenide (GaAs) thin-film solar cells have reached nearly 30 percent efficiency in 

laboratory environments, but they are very expensive to manufacture. Cost has been a major 

factor in limiting the market for GaAs solar cells; their main use has been 

for spacecraft and satellites. The structure of a GaAs cell has been shown below [68]. 

Amorphous silicon thin-film cells are the oldest and most mature type of thin-film. They 

are made of monocrystalline silicon, unlike typical solar-cell wafers. Amorphous silicon is 

cheaper to manufacture than crystalline silicon and most other semiconducting materials. 

Amorphous silicon is also popular because it is abundant, nontoxic, and relatively 

inexpensive. However, the average efficiency is very low, 10 percent. The picture below 

shows the amorphous silicon solar cell [69]. 

Figure 2. 30 Structure of a GaAs cell. Diagram reproduced with permission from 

IEEE J. Photovoltaics (X. Wang, et al.). 

https://www.merriam-webster.com/dictionary/alternative
https://www.merriam-webster.com/dictionary/environments
https://www.britannica.com/technology/spacecraft
https://www.britannica.com/science/satellite
https://www.merriam-webster.com/dictionary/Amorphous
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Figure 2. 31 Amorphous silicon (a-Si) is the non-crystalline form of 

silicon. 



45 

 

2.9  Nanostructured Solar Cells 

To improve light-coupling efficiency, patterned nanostructures are designed and 

implemented in tandem with PV cells. These structures can be made of different materials 

depending on their optical properties, and are designed to enhance the light coupling 

efficiency of the solar cell. The nanoscale dimensions of these structures mean that they have a 

high surface area-to-volume ratio, which complements their overall purpose. The usage of 

nanostructures provides a significantly cost-effective method to improve cell efficiency, and 

simultaneously improve efficiency beyond theoretical limits (Shockley- Queisser limit) [70]. 

Examples of nanostructured solar cells include: 

a) Nanowire solar cells, with nanopillars placed periodically on top of the Si substrate 

b) Quantum dot solar cells 

c) Plasmonic solar cells 

d) Mesoscopic solar cells 

 

Nanostructures, in many cases, implement principles that are adhered to in other fields to 

enhance optical and electrical efficiency of solar cells. For example, moth-eye anti-reflective 

coatings (ARC) are inspired by the structure of the cornea of nocturnal moths which they 

utilize to have better vision in the dark [71]. Mesoscopic solar cells couple photo-sensitive 

pigment within the PV cell itself to provide a cheap thin-film solar cell that in recent studies 

have proved to be flexible in nature, allowing them to be coated on other machineries and 

equipment [65], [72]. OSCs utilize materials synthesized from organic substances or 

polymers that are optically and electronically active, facilitating them to be used as an 

environmentally friendly source of electrical energy [5].  
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Figure 2. 32 Nanostructured solar cells (A) nanowire solar cells, and (B) quantum dot 

solar cells 

Figure 2. 33 Different shapes of plasmonic nanostructures 

analyzed—(A) cube, (B)  

cylinder, (C) pyramid, (D) sphere, and (E) spheroid 
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2.10  Plasmonic Thin Film Solar Cells 

The use of plasmonic in a variety of applications have led to significant research and 

development in this field over the past three decades. Surface plasmon polaritons (SPP) are 

generated by electromagnetic fields due to the oscillation of electrons on a metal-dielectric 

interface [73]. The use of these SPPs in improving PV efficiency has garnered great interest 

and research [70], [71], [73]–[78]. Studies conducted recently demonstrated the optical 

absorption and photocurrent generation in semiconductor photodiodes induced by scattering 

from SPP resonances in metallic nanoparticles deposited on the photodiode surface. 

Furthermore, they have been coupled with amorphous thin-film Si cells as well [79]–[81]. In 

order to properly optimize the usage of SPPs, detailed analysis of the dependence of the 

improvement of PV efficiency on the physical parameters of plasmonic nanostructures must 

be performed. This thesis will provide a brief analysis of this optimization as an example of 

how plasmonic nanostructures can improve the optical and electrical efficiencies of solar 

cells in general, and that this can be achieved by modifying physical parameters of the 

nanostructures used. The surface plasmon resonance phenomena is illustrated in Figure 2.34 

[82].  

Plasmonic solar cells allow the thickness of the PV cell to be less than 2µm. Surface 

plasmon polaritons undergo resonance at certain frequencies, depending on the metal with 

which the nanostructure is made and the size and shape of the nanostructure [77]. At this 

state, SPP demonstrate maximum resonance (e.g., scattering and/or absorption) with the 

incident electromagnetic waves (e.g., sunlight), which can result in greater absorption within 

Figure 2. 34 Surface plasmon polariton generation 
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the cell substrate. This phenomenon can be manipulated to improve light coupling efficiency 

within thin-film solar cells. The metal with which the plasmonic nanoparticles are made is 

important, as different metals exhibit distinguishable surface plasmon resonances, and thus 

have varying impacts on the overall optical absorption enhancement [76], [77]. Below are 

examples of three possible configurations to incorporate plasmonic 

nanoparticles/nanostructures in thin-film Si solar cells: 

 Nanoparticles on the surface the substrate 

 Nanoparticles within the substrate 

 Nanostructures as/on back contacts 

The incorporation of plasmonic metal nanostructures in thin film solar cells could lead to 

strong light trapping because strong light-matter interaction in plasmonic nanostructures 

enables large scattering cross sections [76], [77]. Many of these plasmonic photovoltaic 

designs incorporate metal nanoparticles on the front surface of the cell. This can lead to 

preferential scattering of the incident light into the semiconductor over an increased angular 

range, thereby enhancing the optical path length [78]–[81]. While strong enhancements of 

photocurrent have been reported in such solar cells for near-band edge light, these are often 

offset by a reduced photocurrent in the blue part of the solar spectrum due to destructive 

interference [71], [78]. An alternative strategy is to build the scattering nanostructures directly 

into the back contact of the device. In this geometry, the incident blue light is directly 

absorbed and does not interact with the back contact scatters, while the red light that is poorly 

absorbed in a single pass through the cell is strongly scattered [4], [12], [83]–[85]. In our 

design, these periodically-arranged nanoparticle arrays on top of the amorphous silicon 

substrate are designed to couple incident light into guided modes supported by the cell with 

high efficiency in the absorbing semiconductor layer, dramatically reducing the thickness 

requirements by redirecting the absorption path into the plane of the solar cell. As opposed to 

cells with structures whose sole purpose is to act as reflectors [65], [66], [72], [86], [87] or 

nanostructure designs to couple specifically to surface plasmon polariton modes [28], [88], 

the design presented here takes advantage of the high scattering cross sections of plasmonic 

nanostructures themselves to couple to waveguide modes. To date most theoretical and 

experimental studies of plasmonic light trapping structures has dealt extensively on the 

plasmonic nature of the nanostructures and how these have been successful at providing 

optical absorption enhancements of the cell [28], [80], [81], [83], [84], [88]–[90]. While this 
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reference is useful for understanding the role of the structures, it does not provide a 

comprehensive picture of the plasmonic nanostructures themselves, and the extent to which 

variations in their physical parameters can be manipulated to provide a more optimum 

enhancement. This thesis, however, is novel in the fact that it provides a systematic and 

organized understanding of some of these correlations, and thus can enhance our 

understanding of how more efficient plasmonic solar cells can be built. Provided that the 

plasmonic nanostructures are well-designed over the scale of a wavelength of light, we show 

here that the optical absorption enhancements can occur when compare to structures with bare 

silicon substrate (with no plasmonic nanostructure coupled with it). 

 

2.11  Finite-Difference-Time-Domain (FDTD) Algorithm and 

Methodology 

The finite-difference time-domain (FDTD) method is arguably the simplest, both 

conceptually and in terms of implementation, of the full-wave techniques used to solve 

problems in electromagnetics [91]. It can accurately tackle a wide range of problems. 

However, as with all numerical methods, it does have its share of artifacts and the accuracy is 

contingent upon the implementation. The FDTD method can solve complicated problems, but 

it is generally computationally expensive. Solutions may require a large amount of memory, 

processing power and computation time. The FDTD method loosely fits into the category of 

―resonance region‖ techniques, i.e., ones in which the characteristic dimensions of the domain 

of interest are somewhere on the order of a wavelength in size. If an object is very small 

compared to a wavelength, quasi-static approximations generally provide more efficient 

solutions. Alternatively, if the wavelength is exceedingly small compared to the physical 

features of interest, ray-based methods or other techniques may provide a much more efficient 

way to solve the problem. The FDTD method employs finite differences as approximations to 

both the spatial and temporal derivatives that appear in Maxwell‘s equations. 

The FDTD algorithm was first proposed by Kane Yee in 1966 and employs the algorithm 

that can be summarized as follows: 

1. Replace all the derivatives in Maxwell‘s equations with finite differences. Discretize space 

and time so that the electric and magnetic fields are staggered in both space and time. 

2. Solve the resulting difference equations to obtain ―update equations‖ that express the 
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(unknown) future fields in terms of (known) past fields. 

3. Evaluate the magnetic fields one time-step into the future so they are now known. 

 

4. Evaluate the electric fields one time-step into the future so they are now known. 

5. Repeat the previous two steps until the fields have been obtained over the desired duration. 

 

A detailed explanation of the FDTD algorithm will be discussed in the next chapter.
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2.12  FDTD Solutions and DEVICE 

The solvers that we have used to simulate our photovoltaic cell systems are called FDTD 

Solutions and DEVICE, developed by Lumerical Solutions Inc. FDTD Solutions was used to 

accurately approximate the optical behavior and absorption calculations, while DEVICE has 

been used to generate the electrical activity i.e. short circuit current density (JSC). 

FDTD Solution is a high performance 3D FDTD-method solver for Maxwell‘s equations. 

These designs can range from simple planar geometries to very complex patterning, and can 

include a wide variety of materials such as organics and metals for the design, analysis and 

optimization of nanophotonic devices, processes and materials. 

The result of the optical simulation is the spatial absorption in the substrate region, from 

which one can calculate the generation rate. Generation rate is defined as the number of 

electron- hole pairs generated at each point in the device due to the absorption of photons. This 

generation rate can be used in an electrical simulation in DEVICE to determine the 

responsivity and the photovoltaic efficiency of the solar cell. The CHARGE solver in 

DEVICE will account for the distribution of dopants that give rise to the built-in electric 

fields, the mobility of free carriers and the physical processes that result in the recombination 

of charge. 

The interoperability of FDTD Solutions and DEVICE is illustrated in the following figure. 

  

Figure 2. 35 Interoperability of FDTD Solutions and DEVICE 
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3. CHAPTER 3 

    FDTD ALGORITHM 

The Finite-Difference Time-Domain (FDTD) method is one of the most common 

electromagnetic problem solving techniques today. It has been effectively implemented to a 

broad range of issues, such as scattering metal objects and dielectrics, antennas, micro-

strip circuits, and electromagnetic absorption in the radiation exposed to human body. The 

primary reason for the FDTD method's success lies in the fact that the approach itself is 

incredibly easy, even for programming a three-dimensional code. The Chinese American 

applied mathematician Kane S. Yee, born 1934, first proposed the technique in 1966 [92] and 

then improved in the mid-70s by others.  

The FDTD technique (finite difference methods) refers to the overall classification of grid-

based differential numerical modeling methods. Using central-difference approximations to 

space and time partial derivatives, the time-dependent equations of Maxwell (in partial 

differential form) are discretized. The resulting finite-difference equations are solved in a 

leapfrog manner either in software or hardware: the components of the electric field vector in 

a volume of space are solved in time at a given time; then the components of the magnetic 

field vector in the same spatial volume are solved in time at the next instant; and the process 

is repeated time and again until the desired transient or steady-state electromagnetic field 

behavior is reached. 

3.1  History 

Finite difference schemes for time-dependent partial differential equations (PDEs) have 

been used in computational fluid dynamics problems for many years, along with the idea of 

using centered finite differential operators on staggered grids in space and time to achieve 

second-order precision [93]. The novelty of Kane Yee's FDTD scheme, described in his 

1966 seminal paper [92], was to apply in Maxwell's curl equations centered finite difference 

operators on staggered grids in space and time for each component of the electrical and 

magnetic vector field. In 1980, Allen Taflove originated the descriptor "Finite-difference 

time-domain" and its corresponding "FDTD" acronym [94]. FDTD methods have appeared as 
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the primary tool of computationally design many scientific and engineering issues associated 

with interactions of electromagnetic waves with material structures since 1990. Current 

FDTD modeling applications range from near-DC (ultralow-frequency geophysics involving 

the entire Earth-ionosphere wave guide) to microwaves (radar signature technology, 

antennas, wireless communications devices, digital interconnections, biomedical imaging / 

treatment) and visible light (photonic crystals, nanoplasmics, solitons and biophotonics) [95]. 

An estimated 2,000 publications related to FDTD were published in the literature of science 

and engineering in 2006. 

3.2  Theory  

The theory associated on the fundamental of FDTD method is quite simple. In order to 

solve an electromagnetic problem, the idea is to simply discretize the Maxwell's equations 

with approximations of central difference, both in time and space. The originality of Yee's 

concept lies in allocating the components of the electrical and magnetic fields in space and 

marching in time for the application's evolution. FDTD solves Maxwell's curl equations in 

non-magnetic materials [96]: 

 

 
𝜕𝑫⃗⃗ 

𝜕𝑡
= ∇ × 𝑯⃗⃗⃗  (3.1) 

 𝑫⃗⃗  (𝜔) =  𝜀𝑜𝜀𝑟(𝜔) 𝑬⃗⃗ (𝜔) (3.2) 

 
𝜕𝑯⃗⃗⃗ 

𝜕𝑡
=

1

𝜇0
∇ × 𝑬⃗⃗  (3.3) 

where H, E, and D are the magnetic, electric, and displacement fields, respectively, 

while 𝜀𝑟(𝜔) is the complex relative dielectric constant 𝜀𝑟(𝜔) = 𝑛2, where n is the refractive 

index). 

When Maxwell's differential equations are examined, it can be seen that the change in the 

E-field in time (the time derivative) is dependent on the change in the H-field across space 

(the curl). This results in the basic FDTD time-stepping relation that, at any point in space, 

the updated value of the E-field in time is dependent on the stored value of the E-field and the 

numerical curl of the local distribution of the H-field in space [92]. 

The H-field is time-stepped in a similar manner. At any point in space, the updated value 
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of the H-field in time is dependent on the stored value of the H-field and the numerical curl of 

the local distribution of the E-field in space. Iterating the E-field and H-field updates results 

in a marching-in-time process wherein sampled-data analogs of the continuous 

electromagnetic waves under consideration propagate in a numerical grid stored in the 

computer memory. 

This description holds true for 1-D, 2-D, and 3-D FDTD techniques. When multiple 

dimensions are considered, calculating the numerical curl can become complicated. Kane 

Yee's seminal 1966 paper proposed spatially staggering the vector components of the E-field 

and H-field about rectangular unit cells of a Cartesian computational grid so that each E-field 

vector component is located midway between a pair of H-field vector components, and 

conversely [92]. This scheme, now known as a Yee lattice, has proven to be very robust, and 

remains at the core of many current FDTD software constructs. 

The Yee algorithm centers its 𝑬⃗⃗  and 𝑯⃗⃗⃗  field components in three-dimensional space so 

that every 𝑬⃗⃗  component is surrounded by four circulating 𝑯⃗⃗⃗  components, and every  𝑯⃗⃗⃗   

component is surrounded by four circulating 𝑬⃗⃗  components. A diagram has been shown 

below [97]. The computational domain is divided into a number of rectangular unit cells.  

x

y

z

Ex Ex

Ex

Ey

Ey

Ey

Ez

Ez

Hx

Hz

Hy

Figure 3. 1 Yee‘s unit space lattice cell 
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Furthermore, Yee proposed a leapfrog scheme for marching in time wherein the E-field 

and H-field updates are staggered so that E-field updates are conducted midway during each 

time-step between successive H-field updates, and conversely. On the plus side, this explicit 

time-stepping scheme avoids the need to solve simultaneous equations, and furthermore 

yields dissipation-free numerical wave propagation. On the minus side, this scheme mandates 

an upper bound on the time-step to ensure numerical stability [98]. As a result, certain classes 

of simulations can require many thousands of time-steps for completion. 

As mentioned earlier, in three dimensions, Maxwell equations have six electromagnetic 

field components: Ex, Ey, Ez and Hx, Hy, and Hz. If it is assumed that the structure is infinite 

in the z dimension and that the fields are independent of z, specifically that  [96]: 

 𝜀𝑟(𝜔, 𝑥, 𝑦, 𝑧) =  𝜀𝑟(𝜔, 𝑥, 𝑦) (3.4) 

 
𝜕𝐸⃗ 

𝜕𝑧
=

𝜕𝐻⃗⃗ 

𝜕𝑧
= 0   (3.5) 

then Maxwell's equations split into two independent sets of equations composed of three 

vector quantities each which can be solved in the x-y plane only.  These are termed the TE 

t=0

t=0.5 t

t= t

x=0 x=x x=2x x=3x

E E E E

EEEE

H H H

Figure 3. 2 According to Yee algorithm  𝑬⃗⃗    and   𝑯⃗⃗⃗     field components are 

separated   
∆𝑡

2
   by in time. 
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(transverse electric), and TM (transverse magnetic) equations. The sets of equations can be 

solved with the following components: 

TE:   Ex, Ey, Hz 

TM:   Hx, Hy, Ez 

The six scalar equations, expresses in coordinate systems are [99]: 
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(3.11) 

Now let‘s go deep into the FDTD algorithm and progress thoroughly from 1D to 3D 

algorithm.  

3.2.1 1-D FDTD Algorithm 

To begin with, for 1-D equations assume that all fields are uniform in y and x directions (i.e. 

d/dy =d/dx= 0)

1D- TE 


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

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 (3.12) 
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 (3.13) 

1D- TM 



57 

 


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Next, assuming that field values can only vary in the z-direction (i.e. all spatial derivatives 

in x and z direction are zero), Maxwell‘s Equations reduce to: 
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After replacing all continuous derivatives with finite differences and substitution of 

difference equations in above yields [99]: 

 
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z), (z) 

E
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Figure 3. 3 Assuming that field values can only 

vary in the z-direction (i.e. all spatial derivatives 

in x and z direction are zero) 
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Start 𝑛𝑡 = 1 

Stop 

Figure 3. 4 1-D FDTD Algorithm Flow Chart  

 

 

 

  

Compute 1-D Faraday’s FDTD equation: For all nodes n inside the simulation 

region:   𝐻𝑦
(𝑛,𝑛𝑡) = 𝐻𝑦

(𝑛,𝑛𝑡−1)
− ∆𝑡 *𝐸𝑥

(𝑛,𝑛𝑡−1/2)
− 𝐸𝑥

(𝑛−1,𝑛𝑡−1/2)
+ 

Compute 1-D Ampère-Maxwell’s FDTD equation: For all nodes n inside the   

simulation region: 𝐸𝑥
(𝑛,𝑛𝑡+1/2)

= 𝐸𝑥
(𝑛,𝑛𝑡−1/2)

− ∆𝑡 *𝐻𝑦
(𝑛+1,𝑛𝑡) − 𝐻𝑦

(𝑛,𝑛𝑡)+ 

𝐸 𝑦
(𝑛,𝑛𝑡+1/2)

= 𝐸 𝑦
(𝑛,𝑛𝑡+1/2)

− ∆𝑡𝐽 𝑒𝑦
(𝑛,𝑛𝑡) 

Electric current density excitation: For all excitation nodes n: 

𝐸 𝑦
(𝑛,𝑛𝑡+1/2)

 

Boundary condition: For all PEC boundary nodes n: 
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3.2.2 2-D FDTD Algorithm 

Assuming that all fields are uniform in y direction (i.e. d/dy = 0) (all the equations are 

taken from [99]: 
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2D- TM 
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In the formulation of the two-dimensional FDTD, one can assume either TE (electric field 

is   to the plane of incidence, or TM; magnetic field is     to the plane of incidence). 

This results from the fact that in 2D neither the fields nor the object contain any variations 

in the z-direction, consequently at 
𝜕

𝜕𝑧
→ 0 

So in this context, Maxwell‘s Equations can be reduced to-  

For TE polarization: 
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 zEonpolarizatiTE ,  (3.30) 



61 

 

For TM polarization: 
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 fieldHonpolarizatiTM z,  (3.34) 

Applying the central difference expression, for TE mode: 
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For the TM case the equations are: 

   
)

2
1,1(

~

)
2

1,(
~

),
2

1(
~

)1,
2

1(
~

2
1,

2
1

2
1,

2
1 2

1
2

1






jiE

jiEjiEjiEjiHjiH

n

y

n

y

n

x

n

x

n

x

n

x  (3.38) 

   
 

  






















2
1

2
1

2
1

2
1

2
1

2
11

,

,
),(

~
),(

~

2
1

2
1

jiH

jiH
CbjiECajiE

n

z

n

zn

x

n

x   (3.39) 

   
 

  






















2
1

2
1

2
1

2
1

2
1

2
11

,

,
),(

~
),(

~

2
1

2
1

jiH

jiH
CbjiECajiE

n

z

n

zn

y

n

y   (3.40) 

 

  



62 

 

Numerical Dispersion 2D case. Using same procedure as for the 1D case it can be 

obtained: 
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 Steps of writing a 2D FDTD Program 3.2.2.1

1. Defining physical constants 

2. Defining program constants 

0E  magnitude of electric field 

t  Change in time 

x  Change in x 

tN  total # of time steps 

yx NN ,  # of nodes in the x, y direction 

3. If using a pulse source, define Ez and Hx, or we can implement a hard source. 

4. Start time marching nΔt, time value n = 1 : Nt 

5. Increment the spatial index 

  First apply the absorbing boundary conditions 

  Apply the ABC along the edges of the computational region 
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3.2.3 3-D FDTD Algorithm 

The 1D formulation involved 2 degrees of freedom (one field quantity E or H and one 

time variable). In 3D there are 4 degrees of freedom (3 in space and 1 in time). A space point 

in a uniform rectangular lattice is denoted as: 

 (𝑖, 𝑗, 𝑘) = (𝑖∆𝑥, 𝑗∆𝑦, 𝑘∆𝑧) (3.44) 

Here ∆𝑥, ∆𝑦 and ∆𝑧 are the lattice space increments in the x, y, and z coordinate directions 

respectively and i, j, and k are integers. If any scalar function of space and time evaluated at a 

discrete point in the grid and at a discrete point in time is denoted by u, then; 

 𝑢(𝑖∆𝑥, 𝑗∆𝑦, 𝑘∆𝑧, 𝑛∆𝑡) = 𝑢𝑖,𝑗,𝑘
𝑛  (3.45) 

 

Using central, finite difference approximation in space, i.e. w.r.t. x:  

𝜕𝑢

𝜕𝑥
(𝑖∆𝑥, 𝑗∆𝑦,𝑘∆𝑧,𝑛∆𝑡) = 

𝑢𝑖+1/2,𝑗,𝑘
𝑛 − 𝑢𝑖−1/2,𝑗,𝑘

𝑛

∆𝑥
+ 𝑂((∆𝑥)

2
) (3.46) 

 

Using central, finite difference approximation in time: 

𝜕𝑢

𝜕𝑡
(𝑖∆𝑥, 𝑗∆𝑦, 𝑘∆𝑧,𝑛∆𝑡) = 

𝑢𝑖,𝑗,𝑘
𝑛+1/2 − 𝑢𝑖,𝑗,𝑘

𝑛−1/2

∆𝑥
+ 𝑂 *(∆𝑥)

2
+ (3.47) 

The scalar equations from 3.6-3.11 are discretized as: 
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 Steps for 3-D FDTD Algorithm 3.2.3.1

 Step 1: Initialize the array elements. i. e. initialize 𝐸𝑥, 𝐸𝑦, 𝐸𝑧 , 𝐻𝑥, 𝐻𝑦, 𝐻𝑧 to zero. 

 Step 2: Update 𝐸𝑥, 𝐸𝑦, 𝐸𝑧 fields by using the final values of 𝐻𝑥, 𝐻𝑦 , 𝐻𝑧 fields for the 

FDTD computational domain. For the 3D case each field component is calculated by 

using 3 nested loops separately. 

 Step 3: Apply ABC‘s to calculate the field values on boundaries. 

 Step 4: Apply the source condition to excite the system. 

 Step 5: Update 𝐻𝑥, 𝐻𝑦, 𝐻𝑧 fields by using the final values of 𝐸𝑥, 𝐸𝑦 , 𝐸𝑧 fields for the 

FDTD computational domain. For the 3D case each field component is calculated by 

using 3 nested loops separately. 

 Step 6: Save field values for some points. 

 Step 7: Repeat Step 2-Step 6 for n times. (n: number of time steps). 

 

3.2.4 Basic FDTD Requirements 

1. Space Cell Sizes:  

 Determination of the cell sizes and the time step size are very important 

aspects of the FDTD method. Cell sizes must be small enough to achieve 

accurate results at the highest frequency of interest and must be large 

enough to be handled by the computer resources. 

 The cell sizes must be much less than the smallest possible wavelength 

(which corresponds to the highest frequency of interest) to achieve accurate 

results. 
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 Usually the cell sizes are taken to be smaller than. 𝜆/10 

2. Time Step Size 

 The time step size, required for FDTD algorithm, has to be bounded 

relative to the space sizes. This bound is necessary to prevent numerical 

instability.        

 For a 3-Dimensional rectangular grid, with v the maximum velocity of 

propagation in any medium the following stability criterion is used: 

 
𝑣Δ𝑡 ≤

1

√
1

(∆𝑥)2 +
1

(∆𝑦)2 +
1

(∆𝑧)2

 
(3.54) 

3. Excitations 

 At t=0 all fields are assumed to be identically 0 throughout the 

computational domain.  

 The system can be excited either by using a single frequency excitation (i.e. 

sine wave) or a wideband frequency excitation (i.e. Gaussian Pulse). 

3.2.5 Absolute Boundary Condition 

In general EM analysis of scattering structures often requires the solution of ―open region‖ 

problems. As a result of limited computational resources, it becomes necessary to truncate the 

computational domain in such a way as to make it appear infinite. This is achieved by 

enclosing the structure in a suitable output boundary that absorbs all outward traveling waves. 

 

 

 

 

 

 

 

 

 

 

Figure 3. 5 Diagram of absolute boundary 

condition 

ABC 
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 PML, Perfectly Matched Layer 3.2.5.1

The PML method which was introduced in 1994 by Berenger, represents one of the most 

significant advances in FDTD development, since its conception in 1966, by Kane Yee. 

The PML produces back reflection ~ 10 
-6 - 

10 
-8 

over a very broad range of incident.   

 

 Early ABC’s 3.2.5.2

When Yee first introduced the FDTD method, he used PEC boundary conditions [92]. This 

technique is not very useful in a general sense. It wasn‘t until the 70‘s when several 

alternative ABC‘s were introduced. However, these early ABC‘s suffered from large back 

reflections, which limited the efficacy of the FDTD method. 

 

3.3  Strengths of FDTD Algorithm 

 Every modeling technique has strengths and weaknesses, and the FDTD method is no 

different. 

 FDTD is a versatile modeling technique used to solve Maxwell's equations. It is 

intuitive, so users can easily understand how to use it and know what to expect from a 

given model. 

 FDTD is a time-domain technique, and when a broadband pulse (such as a Gaussian 

pulse) is used as the source, then the response of the system over a wide range of 

frequencies can be obtained with a single simulation. This is useful in applications 

where resonant frequencies are not exactly known, or anytime that a broadband result 

is desired. 

 Since FDTD calculates the E and H fields everywhere in the computational domain as 

PML Region 

Figure 3. 6 PML Region 
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they evolve in time, it lends itself to providing animated displays of the 

electromagnetic field movement through the model. This type of display is useful in 

understanding what is going on in the model, and to help ensure that the model is 

working correctly. 

 The FDTD technique allows the user to specify the material at all points within the 

computational domain. A wide variety of linear and nonlinear dielectric and magnetic 

materials can be naturally and easily modeled. 

 FDTD allows the effects of apertures to be determined directly. Shielding effects can 

be found, and the fields both inside and outside a structure can be found directly or 

indirectly. 

 FDTD uses the E and H fields directly. Since most EMI/EMC modeling applications 

are interested in the E and H fields, it is convenient that no conversions must be made 

after the simulation has run to get these values. 

 

3.4  Weaknesses of FDTD Algorithm 

 Since FDTD requires that the entire computational domain be gridded, and the grid 

spatial discretization must be sufficiently fine to resolve both the smallest 

electromagnetic wavelength and the smallest geometrical feature in the model, very 

large computational domains can be developed, which results in very long solution 

times. Models with long, thin features, (like wires) are difficult to model in FDTD 

because of the excessively large computational domain required. Methods such 

as Eigenmode Expansion can offer a more efficient alternative as they do not require a 

fine grid along the z-direction [100]. 

 There is no way to determine unique values for permittivity and permeability at a 

material interface. 

 Space and time steps must satisfy the CFL condition, or the leapfrog integration used 

to solve the partial differential equation is likely to become unstable. 

 FDTD finds the E/H fields directly everywhere in the computational domain. If the 

field values at some distance are desired, it is likely that this distance will force the 

computational domain to be excessively large. Far-field extensions are available for 
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FDTD, but require some amount of post processing [95]. 

 Since FDTD simulations calculate the E and H fields at all points within the 

computational domain, the computational domain must be finite to permit its 

residence in the computer memory. In many cases this is achieved by inserting 

artificial boundaries into the simulation space. Care must be taken to minimize errors 

introduced by such boundaries. There are a number of available highly effective 

absorbing boundary conditions (ABCs) to simulate an infinite unbounded 

computational domain [95]. Most modern FDTD implementations instead use a 

special absorbing "material", called a perfectly matched layer (PML) to implement 

absorbing boundaries [101], [102]. 

 Because FDTD is solved by propagating the fields forward in the time domain, the 

electromagnetic time response of the medium must be modeled explicitly. For an 

arbitrary response, this involves a computationally expensive time convolution, 

although in most cases the time response of the medium (or Dispersion (optics)) can 

be adequately and simply modeled using either the recursive convolution (RC) 

technique, the auxiliary differential equation (ADE) technique, or the Z-transform 

technique. An alternative way of solving Maxwell's equations that can treat arbitrary 

dispersion easily is the Pseudospectral Spatial-Domain method (PSSD), which instead 

propagates the fields forward in space. 
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4. CHAPTER 4 

     RESEARCH METHODOLOGY 

 

4.1  Simulation Setup 

The simulations performed were done using the solvers – (i) FDTD Solutions [103], a 

commercial-grade simulator that uses the finite-difference time-domain method to perform 

the calculations, for the optical enhancement analysis and calculation of short circuit current 

density (Jsc), while (ii) CHARGE (DEVICE) [104], a commercial-grade simulator Eigen 

mode solver and propagator, was used for the electrical analysis. Both FDTD and DEVICE 

were developed by Lumerical Inc. The analyses were performed under standard solar 

conditions of incident radiation intensity of 1000 W/m
2
, temperature of 25 °C, and a solar 

spectral irradiance of AM1.5G [70]. 

The computer system used to perform the simulations had the following specifications: 

 Operating system: Windows 7 

 Processor: Intel(R) Core(TM) i7-4770 CPU @ 3.40GHz 

 Memory: 8192MB RAM 

 GPU: Intel(R) HD Graphics 4600 

To improve the efficiency of thin-film solar cells, the essential physical parameters were 

taken into account. For a sufficient amount of data and to infer an acceptable conclusion, 

eight different pitches (side-side inter-particle distance between neighboring nanospheres) of 

10 nm, 20 nm, 50 nm, 80 nm, 100 nm, 150 nm and 200 nm, respectively, were chosen for 

each of the substrate. The nanoparticles were placed on top of the solar cells in a periodic 

array as illustrated in Figure 2.32 and 2.33. The substrates were designed with a thickness of 

2μm to get the best results. The detailed analyses performed has been broken down and 

presented in seven major sections: (a) plasmonic resonance analysis of silver (Ag) 

nanoparticle, (b) optical absorption enhancement analysis of the PV cell, (c) short circuit 

current density (JSC) analysis, (d) open circuit voltage (VOC), (e) power (P), (f) Fill Factor (F) 
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and (g) Optical near-field enhancement analysis. 

 

4.2  Plasmonic Resonance for Silver (Ag) 

Before the analysis was initiated, it was necessary to identify the physical parameters that 

were of interest. To that end, Choudhury at el. studied the metals silver (Ag), gold (Au) and 

aluminum (Al). [15]–[17] and they had also analyzed the result. This was done on the basis of 

studies that have been previously made to analyze the plasmonic properties of all metals, and 

found these to demonstrate resonance within the solar spectral range. The diameters that were 

chose were D = 50nm, D = 100nm and D = 200nm as it was deduced that this would provide a 

sufficient amount of data to reach a proper conclusion regarding the correlation between the 

variation in diameter of the nanoparticles and the optical absorption enhancement of the 

photovoltaic cell. Furthermore, two pitches (distance between successive particles, center-

center) of 300nm and 220nm were chosen. This was also done so on the basis of the 

understanding that these pitches would provide a sufficient outlook on the dependence on the 

pitch of the nanoparticle array‘s ability to enhance the solar cell efficiency. 

The first task was to observe and analyze the plasmon resonance phenomenon of each 

metal nanoparticle before it was placed over the Si substrate, and identify the wavelength 

range where the resonance of each nanoparticle occurred. Thus, it was chosen to calculate the 

extinction, scattering and absorption spectra for each nanoparticle. For that, the metal 

nanoparticle of interest was placed inside the simulation region, and a total field scattered 

 Figure 4. 1 Plasmonic resonance 

analysis setup 
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field (TFSF) source was directed towards it from all directions. The TFSF source would take 

both the complete field of the incident radiation and the scattered field from the metal 

nanoparticle into account. Field monitors were placed close to the particle to measure 

absorption, and outside the particle beyond the source to measure scattering. The extinction 

spectrum was generated by adding these two quantities. This setup is illustrated in Figure 4.1. 

 

Total Field Scattered Field (TFSF) Source 

Total-field scattered-field sources are used to separate the computation region into two 

distinct regions – one contains the total field (i.e. the sum of the incident field and the 

scattered field), while the second region contains only the scattered field [91]. The incident 

field is a plane wave with a wave vector normal to injection surface. This source type is 

particularly useful to study the scattering behavior of objects, as the scattered field can be 

isolated from the incident field. Thus we have utilized this source to observe and analyze the 

plasmonic resonance phenomena for each metal nanoparticle of each respective diameter. 

For the initial simulation, the extinction spectra of Ag, Au and Al plasmonic metal 

nanoparticles of diameters D = 50nm, D = 100nm and D = 200nm, respectively, were 

generated and analyzed. The particles were separately and individually placed inside the 

simulation region (shown in Figure 3.1), and the absorption, scattering and extinction spectra 

were obtained using the appropriately placed monitors as has been shown previously in 

Figure 3.1. The analysis was done across a wide wavelength range of λ = 300nm to 1100nm 

for Ag and Au nanoparticles, and λ = 200nm to 1100 nm for Al nanoparticles as it is known 

that Al demonstrates resonance on the bluer region of the spectrum. The resultant spectra for 

each nanoparticle is analyzed over the course of the next few pages. 
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It can be seen from the graphs in Figure 3.2 for each respective Ag nanoparticle diameter 

that there is clearly a resonance peak occurring within a particular wavelength range. While 

the extinction spectra peak value remains almost the same for increasing the diameters (with 

a slight red-shift for increasing nanoparticle size), the same cannot be said for the absorption 

and scattering graphs. It is clearly seen that for higher diameters, the magnitude of the 

resonant peak of the absorption graph decreases while that of the scattering graph increases. 

This is in agreement with the results of previous studies [76], [80], [81]. Furthermore, the 

peak of the extinction, scattering and absorption spectra shifts to towards the higher 

wavelength side of the spectra for increasing diameter. Overall the peak always lies within 

the wavelength range of 400nm to 500nm. 

 

  

Figure 4. 2 Absorption, scattering and extinction spectra for (a) Ag nanoparticle of D = 50nm, 

(b) Ag nanoparticle of D = 100nm, and (c) Ag nanoparticle of D = 200nm 
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4.3  Optical Absorption Enhancement 

The next analysis which comes into play is the optical absorption enhancement analysis. 

This thesis was performed by placing a square array of 100 nm diameter silver(Ag) 

nanospheres periodically on top of the silicon (Si) ,gallium arsenide (GaAs) and cadmium 

telluride-cadmium sulfide (CdTe-CdS) substrates and organic (P3HT:PCBM) solar substrate, 

respectively, and then a plane wave was directed perpendicularly towards the PV cell.  The 

incident plane wave had the electric field oriented along the x-axis and the propagation vector 

was along the z-axis. The monitors were placed immediately over the metal nanosphere 

substrate, and 0.5μm below the nanosphere- Si interface, respectively. By subtracting the 

power values of the upper monitors from the lower monitors, the absorption within the solar 

cell was calculated. For each of the substrate, the optical enhancement within the cell was 

analyzed. The diagram for the setup has been shown in Figure 4.3. To analyze the optical 

enhancement, a quantity (g) was defined that is the optical absorption enhancement factor. 

The formula for the optical absorption enhancement factor is as follows: 

 𝑔 =
𝐴𝑏𝑠𝑜𝑟𝑝𝑡𝑖𝑜𝑛 𝑎𝑐𝑟𝑜𝑠𝑠 𝑡𝑕𝑒 𝑠𝑢𝑏𝑠𝑡𝑟𝑎𝑡𝑒 𝑤𝑖𝑡𝑕 𝑚𝑒𝑡𝑎𝑙 𝑛𝑎𝑛𝑜𝑝𝑎𝑟𝑡𝑖𝑐𝑙𝑒𝑠

𝐴𝑏𝑠𝑜𝑟𝑝𝑡𝑖𝑜𝑛 𝑎𝑐𝑟𝑜𝑠𝑠 𝑡𝑕𝑒 𝑏𝑎𝑟𝑒 𝑠𝑢𝑏𝑠𝑡𝑟𝑎𝑡𝑒
 (4.1) 

  The diameter of the silver (Ag) nanosphere were kept constant at 100 nm while the inter-

particle distance or pitch (side-side) was varied (pitch = 10 nm, 20 nm, 50 nm, 80 nm, 100 

nm, 120 nm, 150 nm and 200 nm) to generate the optical absorption enhancement graphs of 

the Si, GaAs, CdTe-CdS and OSC. The wavelength range was set to 400 nm to 1100 nm for 

silicon and gallium arsenide, whereas for cadmium telluride and OSC the wavelength was 

from 300nm to 1100nm throughout the simulation.  

For silicon, the material was directly selected from the FDTD solver. For gallium arsenide 

the same method was followed. But for the case of cadmium telluride-cadmium sulfide, the 

materials were imported into the solver. From the Figure 4.3 (c) it can be seen that for CdTe-

CdS substrate, as the name suggests, two types of materials were used- cadmium telluride 

which is the p-doped absorber layer and cadmium sulfide is the n-doped window layer. These 

two types of materials were imported using their refractive indices [105].For the OSC, the 

bulk heterojunction blend, poly-3-hexylthiophene/[6,6]-phenyl-C61-butyric acid methyl ester 

(P3HT:PCBM) are used as a photoactive layer and aluminum was used as back contact. 

Figure 4.4 shows the cross-section of OSC structure used for this thesis [106]. 



74 

 

  

 Figure 4. 4 Simulation Setup for the optical absorption enhancement analysis (a) GaAs 

substrate (b) Silicon substrate (c) CdTe-CdS solar cell (d) organic solar cell 

Figure 4. 3 Organic solar cell structure 
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4.4  Short Circuit Current Density (Jsc) 

It is to be noted that any enhancement in optical absorption might not cause a 

corresponding proportionate increase in electrical activity of the photovoltaic cell. This may 

be because of a number of reasons, including the fact that not all incident photons from the 

sunlight‘s radiation is able to generate an electron-hole pair as the photon does not have 

enough energy to cover the band-gap energy. Even if the energy is sufficient, the excess energy 

provided by the photon to the electron is used to navigate through the substrate, and this 

energy may not be enough to cover the entire path, and thus may result in the electron 

recombining with another hole. Although the use of thin-film does significantly reduce this 

required diffusion length for the electron to travel, the presence of less semiconductor 

material means that the number of possible electron-hole pairs generated may be lower than 

that of thick-film solar cells. Thus any analysis of nanostructured solar cells must be 

accompanied by a current generation analysis to find the extent to which the optical absorption 

enhancement has translated in to electrical activity improvement. 

To that end, short circuit current density (JSC) was chosen to be calculated for each 

configuration of plasmonic nanoparticle arrays studied. While the solver FDTD Solutions is 

able to calculate an approximation for JSC, it however provides an overestimation as its 

calculations are entirely based on the optical data generated, and does not take the minority 

carrier diffusion length, time and the extent of recombination for amorphous silicon into 

account. Hence, the JSC data is generated using the DEVICE solver, as it considers all of the 

above in its calculations, and also takes the presence of the electrodes (contacts) into 

consideration. 

It should also be noted that the CHARGE solver in DEVICE was designed for crystalline 

semiconductors and it uses a specific type of energy band profile (DOS) to model the 

semiconductors. The band profile of organic materials are quite different from that of a 

crystalline material, also the scattering mechanisms are much more complicated which cannot 

be modeled with the scattering models available in DEVICE. Therefore, unfortunately the JSC 

calculation could not be done using the DEVICE solver as it was not possible to model 

electrical transport in organic materials using the CHARGE solver. So, the electrical 

calculation of the OSC could not be done . For this reason JSC, VOC, output power and fill 

factor of the OSC could not be calculated. 

For each configuration (except OSC) of silver (Ag) nanoparticle array on both the 
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silicon(Si), gallium arsenide (GaAs) and cadmium telluride-cadmium sulfide (CdTe-CdS) 

substrates, the electrical enhancement- which is one of the analysis to be made- was then 

calculated by the short circuit current density (JSC) and compared with the JSC of the bare 

substrate, respectively.  

The following outlines the procedure to generate JSC data: 

 In the simulation region of the designed solar cell in FDTD Solutions, place a 

‗Solar Generation Rate‘ analysis unit. 

 Run the simulation. The solar generation rate analysis unit calculates the number 

of electron-hole pairs created per photon, and transfers this data to a MATLAB 

data file. 

 Run the simulation, and record the JSC for that specific design. Repeat this for all 

configurations. 

 Open DEVICE, copy the solar cell design over, and import the MATLAB file 

containing the solar generation rate data. 

Figure 4.5 shows the setup for the short circuit current density. For the GaAs and CdTe-

CdS solar cells the same procedure was followed. These cartoon figures were created with 

Tinkercad [107]. 

4.5  Open Circuit Voltage (VOC) 

Figure 4. 5 Simulation setup for Jsc calculation (in 

silicon substrate) 
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The open circuit voltage (VOC) was calculated by creating the exact models of the Ag 

nanoparticles on top of the substrates in the solver CHARGE (DEVICE). It is done by 

calculating the solar generation rate in the FDTD solver using an analyzing unit. Then this 

data was fed to the solver CHARGE (DEVICE). A script file was then run which calculates 

the open circuit voltage (VOC). 

4.6  Output Power (P)  

After JSC and VOC, the maximum power absorbed by the PV cell was calculated. The 

formula for power was used in the script file in the CHARGE solver i.e. (P) is [37]: 

 𝑃 = 𝐽𝑠𝑐 × 𝑡𝑜𝑡𝑎𝑙 𝑠𝑢𝑟𝑓𝑎𝑐𝑒 𝑎𝑟𝑒𝑎(𝑠𝑢𝑏𝑠𝑡𝑟𝑎𝑡𝑒) × 𝑉𝑜𝑐 (4.2) 

4.7  Fill Factor (FF) 

It is a very well-known fact that the open circuit voltage and the short circuit current are 

considered to be the maximum voltage and current from a solar cell. However at these 

maximum points the power of the solar cell is zero. Fill Factor or more commonly known as 

―FF‖ is a parameter which, in conjunction with VOC and short-circuit current (ISC), determines 

the maximum power from a solar cell. The FF is defined as the ratio of the maximum power 

from the solar cell to the product of VOC and ISC [37]. 

 𝐹𝐹 =
𝑃𝑚𝑎𝑥

𝐽𝑠𝑐 × 𝑉𝑜𝑐
 (4.3) 

This is how the ratio of the maximum obtainable power ―FF‖ is calculated. 

 

4.8  Near Field Enhancement  

Finally, the near field images of each set up was generated to examine the interaction of 

incident electromagnetic field with the plasmonic nanoparticles and the surface of the PV 

cell. This result was obtained by placing an electric field monitor on the vertical cross-section 

of the model. The near field images allows a correlation to be made of the optical and 

electrical enhancements with the enhancement in electromagnetic fields in the immediate 

vicinity of the plasmonic nanoparticles and the PV substrate. First, the approximate 

wavelength at which the nanoparticles of Ag, displayed surface plasmon resonance had to be 

identified. This was found to be wavelengths of approximately λ ~ 460nm for Ag. 
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In order to generate these images, a field monitor was placed along the x-z plane cross-

section of one unit of the cell, i.e. the substrate with one plasmonic nanoparticle placed on 

top, as shown in Figure. The data from the monitor was then pinched to remove all the 

singleton dimensions out, and then transferred to a MATLAB data file for post-processing. In 

MATLAB, the data file was then used to generate the respective images. 

For the enhancement image, the color scale is in the log scale, and hence the areas which 

are dark red in color have an enhancement of over 1 in the log scale that corresponds to near- 

field enhancement  of over ×10 (over 10 fold).  For each set of the optical near-field images 

for   the different nanoparticle configurations generated and illustrated below, an appropriate 

set of images have been provided to allow for proper analysis of each structure. 

The interaction between the plasmonic metal nanoparticles and silicon (Si), gallium 

arsenide (GaAs), cadmium telluride-cadmium sulfide (CdTe-CdS) and organic solar 

substrates can also be seen using the NF images. The same setup was used for each of the 

solar cell substrates. The images have been shown and analyzed in the results and discussions 

chapter.

Figure 4. 6 Setup for near-field enhancement analysis (a) in gallium arsenide substrate (b) cross 

section of the setup 
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5. CHAPTER 5 

     RESULTS AND DISCUSSION 

5.1  Optical Absorption Enhancement Analysis 

For the optical absorption enhancement analysis, the simulation was setup as was 

previously shown. In order to ensure that the effect of the change in one parameter does not 

distort the data obtained for the observed variation in another parameter, only one parameter 

was changed at a time while the others were kept constant. This will allow the obtained results 

to be more rigid and precise, and that in turn should make the final conclusions more credible. 

The metal is kept constant with a diameter of 100nm while the pitch (side-side distance 

between spheres) of the nanoparticles periodically dispersed on top are varied, and the optical 

absorption enhancement factor (g) for each configuration is calculated across their respective 

incident radiation spectra. This is repeated for all four of the substrates. 

The obtained optical absorption enhancement data is then extracted as a MATLAB data file for 

post- processing. All of the graphs were generated using MATLAB. In each of the graph, 8 

curves of different pitch values are illustrated. The results are shown in the following pages. 

The highest values of total optical absorption enhancement factor have been highlighted in 

bold font. 

Table 5. 1 Total Optical absorption enhancement Factor 

 Ag(λ=400nm-1100nm) Ag(λ=300nm-1100nm) 

 

Pitch 
Si Substrate GaAs Substrate 

CdTe-CdS 

Substrate 
Organic Substrate 

10nm 100.91 99.03 49.9 166.39 

20nm 147.36 144.83 72.96 160.20 

50nm 187.45 184.54 101.33 154.47 

80nm 192.69 190.48 113.49 152.76 

100nm 191.77 190.17 119.37 152.22 
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The setup for the optical absorption enhancement was shown in Figure 3.3. Silver (Ag) 

nanosphere of 100nm diameter was used throughout the analyses. The variable was the pitch 

length i. e is the side to side distance between the particles. Pitch values of 10nm, 20 nm, 50 

nm, 80 nm, 100 nm, 150 nm and 200 nm were used. The optical absorption enhancement 

factor (g) for each configuration of the solar cells is calculated in the wide radiation spectra 

(400 nm - 1100 nm) for silicon and gallium arsenide solar cells and (300 nm - 1100 nm) for 

the cadmium telluride-cadmium sulfide and OSCs. The graphs for the wavelength-resolved 

optical absorption enhancement for each of the substrates are shown in Figure 4.1-4.4, and 

the total optical absorption enhancement factor (sum of the individual g values at each 

wavelength sampled from 300-1100nm) are shown in Table 5.1. The data are also plotted in 

Figure 5.1. 

120nm 189.79 188.80 124.37 151.93 

150nm 186.33 186.09 130.58 151.73 

200nm 180.9 181.49 138.26 151.62 

Figure 5. 1 Excel plot for Total Absorption Enhancement Factor 
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In the case of silicon, from the table it can be seen that there is an increasing trend in the 

total optical absorption enhancement factor (g) from 10 nm pitch to 80 nm pitch such as the 

gallium arsenide values. There is a peak value 192.69 at 80 nm pitch and after 80 nm pitch, 

the g values have decreasing trend. The peak value shows the absorption is approximately 

193 times greater when the nanoparticles are placed on top of the silicon, than that of the bare 

Si wafer. For 200 nm pitch the optical absorption enhancement value is approximately 180 

times more than the bare silicon. From the graph, it can be observed that the highest g value 

is around λ= 450nm for the pitch value 80nm which follows the same trend as the total 

optical absorption enhancement as described earlier.  

Figure 5. 2 Wavelength-resolved optical absorption enhancement for Silicon 

plasmonic solar cells (λ= 0.4um-1.1um) 
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For gallium arsenide, the total optical absorption enhancement factor has a trend of 

increasing up to 80nm pitch value and then decreasing from there. A pattern which is similar 

to a ring-bell curve having a maximum value in the curve in relation to the pitch value. The 

values from the table also show that the lowest value 99.03 is for 10nm pitch value. When it 

comes to the graphical representation, the highest g value is for 200nm pitch at around λ= 

440nm. But in the contrary the total absorption value is less for 200nm pitch which means 

that the individual g values were not more than 80nm pitch. 

 

Figure 5. 3 Wavelength (um)-resolved optical absorption enhancement for 

gallium arsenide plasmonic solar cells (λ= 0.4um-1.1um) 
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Cadmium telluride-cadmium sulfide is a heterojunction solar cell. For the optical 

absorption enhancement results, nanoparticles were deposited on top of this solar cell. Unlike 

the previous two types of solar cells, this one shows only an increasing trend in the g values 

for 10nm to 200nm pitch values. The lowest is 49.9 for 10nm pitch and the highest 138.26 for 

200nm. The graphs for the optical absorption enhancement factor also show an increasing 

trend in the g values as the pitch length increases. For all the pitch lengths there were sharp 

spikes of g values near the λ= 890nm and 1080nm region. The graphical values coincide with 

the values of the total absorption values from the table. As the goal of this thesis is to enhance 

the absorption factor so as to increase the optical efficiency, this solar cell meets the 

requirement in the optical analysis. It should be noted that the individual g values at the peaks 

are more than silicon and gallium arsenide.  

Figure 5. 4 Wavelength (nm)-resolved optical absorption enhancement for cadmium 

telluride-cadmium sulfide plasmonic solar cells (λ= 300nm-1100nm) 



84 

 

Unlike the other solar cells, OSCs showed some interesting result both in the individual 

absorption value and the total optical absorption enhancement values. From the Table 5.1, for 

10nm pitch value between the nanoparticles the total absorption value is 166.39 which is the 

highest the OSC. On the other hand, the lowest value of total absorption was 151.62 for 

200nm pitch. This means that there was a decreasing trend in values. If a closer look is given 

to the values in the table, it can be observed that although there was a decreasing trend but the 

values converged to a specific range of values (151.93 to 151.62). Further study on this OSC 

may give some more insights about the optical analysis.  

Figure 5. 5 Wavelength (nm)-resolved optical absorption enhancement for plasmonic solar cell 

with organic substrate (λ= 300nm-1100nm) 
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The conclusion that can be drawn from these optical results is that the plasmonic nature of 

the nanoparticle involved in these different types of solar cells have an inherent effect on the 

light coupling efficiency of all the thin-film substrates considered for this study. It is quite 

evident that for each substrate, placing the plasmonic metal nanoparticles on top of the 

substrates increases the absorption of the incident radiation into the thin-film solar cells. 

Previous studies showed that using glass particles (non-plasmon supporting dielectric) were 

not very effective for increasing the optical absorption enhancement. 

Of the four types of solar cells analyzed, the highest total optical absorption enhancement 

(192.69) was for silicon substrate regardless of the trend in their corresponding values.  Both 

silicon and gallium arsenide showed the ring-bell curve trend i. e increasing up to a peak and 

then decreasing, in their values in relation to the pitch values. The reason for the decrease of 

the optical absorption enhancement values can be due to distance which affects the efficiency 

of the plasmonic coupling between the neighboring particles. Also, it is possible that the 

nanoparticles, increased scattering of the incident radiation by the Ag nanoparticles may be in 

a direction away from the Si and GaAs substrates thus leading to decreased absorption by the 

substrates. 

For cadmium telluride-cadmium sulfide there was an increasing trend in the values with 

the pitch length but in the contrary, for OSC the trend was exactly opposite. OSC showed the 

least change in values compared to the others. It should also be noted that, if individual 

absorption value for particular pitch values are considered, OSC gave the highest value of 

nearly 4 for 10nm pitch. 

The above results draw a correlation between the scattering of the plasmonic nanoparticles 

and optical absorption enhancement in the solar cell substrate and provide insights into how 

the silver (Ag) nanosphere can influence its plasmonic property to allow more incident 

radiation to be scattered/absorbed not only into the conventional silicon (Si) substrate but also 

other solar cells like - gallium arsenide (GaAs) , cadmium telluride-cadmium sulfide (CdTe-

CdS) and even OSC (P3HT:PCBM) substrates. There is obviously further opportunities to 

study the optical properties of these solar cell substrates as well as other types of solar cells. 
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5.2  Short Circuit Current Density (JSC) Analysis 

 

It is expected that as the optical absorption within the solar-cell substrates increases, the 

electrical activity will also proportionally be increased [17]–[19]. However, this is not true in 

actual cases as electricity generation depends on a number of factors [20]. Hence to identify 

the extent to which the optical absorption enhancement of the substrates in the presence of 

silver (Ag) nanoparticles increases the electricity generation of the cells, the short circuit 

current density (JSC) of the cell for each configuration was calculated. While the solver 

FDTD Solutions is able to calculate an approximation for JSC, it however provides an 

overestimation as its calculations are entirely based on the optical data generated, and does 

not take the minority carrier diffusion length, time and the extent of recombination for 

amorphous silicon into account. Hence, the JSC data is generated using the DEVICE solver, as 

it considers all of the above in its calculations, and also takes the presence of the electrodes 

(contacts) into consideration. The generation files were imported and fed into the DEVICE 

solver. After that, the JSC values were calculated using the model created and running the 

script command in the DEVICE solver. 

As mentioned in the research methodology section, it was not possible to model electrical 

transport in organic materials using the CHARGE solver. So, the electrical calculation of the 

OSC could not be done. For this reason JSC, VOC, output power and fill factor of the OSC 

could not be calculated. 

That being said, the short circuit current density (JSC) for each solar cell except OSC with 

plasmonic nanostructures with varying the pitch values (10nm, 20nm, 50, 80nm, 100, 120, 

150 and 200nm) is calculated for the entire spectrum, and illustrated in tabular form in Table 

5.2. The highest values and highest increases in JSC have been highlighted in bold font. Also, 

excel plot has been added for the Jsc results. 
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Table 5.2 JSC of the Ag nanoparticle array based solar cells for the entire solar spectrum 

 

To begin with, the results for the Si substrate shows a direct proportionality with the 

optical absorption enhancement analysis described earlier, with the pitch 80nm giving the 

highest JSC value and decreasing as the pitch progressively increases above 80nm. For this 

peak value the increase in JSC is almost 34% when compared to that of the bare silicon 

substrate. The same set of analyses was repeated for the gallium arsenide (GaAs) and 

cadmium telluride-cadmium sulfide (CdTe-CdS) substrates. 

For gallium arsenide, it can be seen that the 50nm pitch value gives the highest JSC value 

of 26.383 mA/cm
2 

with around 33% increase compared to the bare gallium arsenide as shown 

in Table 5.2. Although for this case the pattern is not the same as its optical absorption 

enhancement analysis, the result of the Jsc calculations for the pitch size of 50nm and 80nm 

are comparable (33% and 30.5%, respectively). This could be due to the electrical properties 

of the GaAs solar cell. Thus, for the gallium arsenide solar cell the trend found with its 

optical absorption enhancement is also observed in the short circuit current density (JSC) 

analysis but the correlation is not that strong between the two sets of data. So for both Si and 

GaAs, the JSC results too, followed the same trend as the optical absorption data- increasing 

up to a certain peak and then decreasing. 

 Ag(λ=400nm-1100nm) Ag(λ=300nm-1100nm) 

 Si Substrate GaAs Substrate CdTe-CdS Substrate 

Pitch JSC 

(mA/cm
2
) 

% change JSC 

(mA/cm
2
) 

% change JSC 

(mA/cm
2
) 

% change 

No Particle 7.646 0 19.854 0 23.95 0 

10nm 4.098 -46.41 16.25 -18.15 10.1 -57.83 

20nm 6.988 -8.61 22.831 14.99 16.3 -31.94 

50nm 9.854 28.87 26.383 32.88 22.6 -5.64 

80nm 10.269 34.31 25.907 30.49 24.15 0.84 

100nm 10.218 33.64 25.363 27.75 24.81 3.59 

120nm 10.09 31.96 24.841 25.12 25.5 6.47 

150nm 9.862 28.97 24.161 21.69 26.79 11.86 

200nm 9.503 24.29 23.288 17.3 29.28 22.25 
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Cadmium telluride-cadmium sulfide (CdTe-CdS)   solar cells are one of the most efficient 

and popular solar cells in the solar cell industries. In this thesis, this fact is proven further by 

analyzing the electrical parameters. For the JSC calculation of CdTe-CdS solar cell, it follows 

the same trend like its optical absorption enhancement analysis-JSC increasing with the 

increase of pitch length. The lowest value is 10.1 mA/cm
2 

for 10nm pitch and the highest 

value 29.28 mA/cm
2 

is for the 200nm pitch with 22.5% increase in the Jsc value when 

compared to bare substrate.  

The above results provide insight into how the silver (Ag) nanosphere can influence its 

plasmonic property to allow more short circuit current generation for silicon (Si), gallium 

arsenide (GaAs) and cadmium telluride-cadmium sulfide (CdTe-CdS) solar cells. From the 

values of JSC it can be inferred that CdTe-CdS solar cell has the highest short circuit current 

density- 29.28 mA/cm
2
, meaning that it generates more electron in a given area of the 

substrate.  The highest increase in percentage change was for silicon – 34.31% for 80nm 

pitch length. Overall, all three of the solar cells analyzed for JSC calculation, showed 

promising results with CdTe-CdS being the winner in the race in terms of more current 

generation. 

 

Figure 5. 6 Excel plot for the Jsc results 
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5.3  Open Circuit Voltage (VOC) Analysis 

Open circuit voltage indicates the maximum voltage available for the solar cells when the 

current in that particular solar cell is zero. The open circuit voltage (VOC) for all the different 

configurations studied is calculated and shown in tabular form in Table 5.3. The highest 

values have been highlighted in bold font. The data from the table has been plotted and shown 

in Figure 5.7. 

Table 5. 3 Open Circuit Voltage (VOC) 

 

For silicon substrate, the largest increase in VOC can be seen for a pitch of 200nm which is 

a 5.87% increase. As the pitch lengths are increased, the VOC values also increases 

proportionally.  Additionally, for the GaAs substrate, the largest increase in VOC is again 

found to be for the pitch of 200nm with a 1.47% increase. Same trend is followed by GaAs as 

well; as the pitch value increases VOC increases too. From the table it can be observed that the 

VOC values for the GaAs and CdTe-CdS substrates are significantly higher than that of the 

VOC values of Si Substrate. 

  

 

 

Pitch  

Ag(λ=400nm-1100nm) 
Ag(λ=300nm-

1100nm) 

Si Substrate GaAs Substrate CdTe-CdS Substrate 

VOC(mV) % 

change 

VOC(mV) % 

change 

VOC(mV) % change 

No Particle 400.13 0 815.62 0 934.2 0 

10nm 400.23 0.03 800.61 -1.84 934.6 0.04 

20nm 401.82 0.42 804.20 -1.4 940.7 0.7 

50nm 401.82 0.42 809.61 -0.74 946.4 1.31 

80nm 407.27 1.79 813.21 -0.29 968.6 3.68 

100nm 410.91 2.69 815.62 0 949.7 1.66 

120nm 414.55 3.6 818.02 0.29 950.8 1.78 

150nm 420.13 5 821.62 0.74 952.8 1.99 

200nm 423.64 5.87 827.63 1.47 956.3 2.37 
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Therefore, also in this case-VOC, the results give an indication about how the silver (Ag) 

nanosphere can have an impact on the open circuit voltage of silicon (Si), gallium arsenide 

(GaAs) and cadmium telluride-cadmium sulfide (CdTe-CdS) solar cells through its plasmonic 

property similar to the short circuit current density. 

  

Figure 5. 7 Excel lot for the Voc results 
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5.4  Output Power (P) Analysis 

Output power is one of the important electrical parameters for solar cells. Analyzing the 

power for the three substrates-silicon (Si), gallium arsenide (GaAs) and cadmium telluride-

cadmium sulfide (CdTe-CdS) helped to shed some light as to which configuration is better 

working for practical usage. To this end, the output power of each solar cell (except the 

organic one) of different pitch lengths of silver nanoparticles were calculated by using the 

formula mentioned in the research methodology section. The results of the output power are 

shown in Table 5.4. The highest values have been highlighted in bold font. Also, the excel 

plot has also been added for ease of understanding. 

Table 5. 4 Output Power 

 

For the Si substrate, the highest increase in power is seen for the pitch of 100nm which is 

almost 38% increase compared to the power of the Si substrate with no particle. As for the 

GaAs substrate, the power table shows that the highest power generated is for a pitch of 

50nm which is approximately 32% increase compared to the bare GaAs substrate. For the 

Cdte-CdS substrate, the highest value is 1.12nW with an increase of 25.14%. This value is 

also the highest among all three substrates. Both silicon and gallium arsenide substrates have 

similar pattern like its optical absorption values. The output power values for both the 

substrates increases up to a peak and then decreases. Conversely, the output power values for 

 

 

Pitch 

Ag(λ=400nm-1100nm) Ag(λ=300nm-1100nm) 

Si Substrate GaAs Substrate CdTe-CdS Substrate 

Power 

(nW) 

% 

change 

Power 

(nW) 

% 

change 

Power 

(nW) 

% change 

No Particle 0.122 0 0.648 0 0.895 0 

10nm 0.066 -45.90 0.52 -19.75 0.378 -57.77 

20nm 0.112 -8.20 0.734 13.27 0.613 -31.51 

50nm 0.158 29.51 0.854 31.79 0.856 -4.36 

80nm 0.167 36.89 0.843 30.09 0.936 4.58 

100nm 0.168 37.70 0.827 27.62 0.942 5.25 

120nm 0.167 36.89 0.813 25.46 0.970 8.38 

150nm 0.166 36.07 0.794 22.53 1.021 14.08 

200nm 0.161 31.97 0.771 18.98 1.12 25.14 
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cadmium telluride-cadmium sulfide increases with the increase in pitch length. 

This observation suggests that even though for Si and GaAs substrates have the highest 

optical enhancement its electrical parameters are not higher when compared with CdTe-CdS 

substrate. The latter has the highest short circuit current density and open circuit voltage and 

eventually leading to the highest output power value. CdTe-CdS solar substrate had an 

increasing trend of optical absorption and for electrical analysis too, the trend is retained. 

Although the power is in nano-Watt, this thesis is concerned with the change in percentage 

increase of optoelectronic performance compared to the substrates when there are no 

plasmonic particles. 

  

Figure 5. 8 Excel plot for the output power results 
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5.5  Efficiency Calculation 

Efficiency was also calculated to further analyze the data. It should be noted that, only part 

of the solar cell was simulated for this thesis which in turn gave a low output power and 

efficiency. However, when a full solar panel will be integrated and simulated, the values will 

increase. 

Table 5. 5 Efficiency Calculation 

 

 

The efficiency values show the corresponding values of the solar cells as well their 

percentage change in the efficiency. The values resemble with the values of the output data as 

efficiency is related to the output and input power.  

 

 

Pitch 

Ag(λ=400nm-1100nm) Ag(λ=300nm-1100nm) 

Si Substrate GaAs Substrate CdTe-CdS Substrate 

Efficiency 

(in %) 

% 

change 

Efficiency 

(in %) 

% 

change 

Efficiency 

(in %) 

% change 

No Particle 0.0031 0.0000 0.0162 0.0000 0.0224 0.0000 

10nm 0.0017 -45.9016 0.0130 -19.7531 0.0095 -57.7654 

20nm 0.0028 -8.1967 0.0184 13.2716 0.0153 -31.5084 

50nm 0.0040 29.5082 0.0214 31.7901 0.0214 -4.3575 

80nm 0.0042 36.8852 0.0211 30.0926 0.0234 4.5810 

100nm 0.0042 37.7049 0.0207 27.6235 0.0236 5.2514 

120nm 0.0042 36.8852 0.0203 25.4630 0.0243 8.3799 

150nm 0.0042 36.0656 0.0199 22.5309 0.0255 14.0782 

200nm 0.0040 31.9672 0.0193 18.9815 0.0280 25.1397 
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5.6  Fill Factor (FF) Analysis 

Fill factor is a unit less ratio that measures the quality of the solar cell. It determines the 

maximum power from a solar cell. The FF is defined as the ratio of the maximum power from 

the solar cell to the product of VOC and ISC. So to determine the quality of the three substrates 

studied, the fill factor is calculated and the results are presented in Table 5.5. The highest 

values are highlighted in bold font. 

Table 5. 6 Fill Factor 

 

 

Pitch 

Ag(λ=400nm-1100nm) Ag(λ=300nm-1100nm) 

Si Substrate GaAs Substrate CdTe-CdS Substrate 

Fill 

Factor 

% 

change 

Fill 

Factor 

% change Fill Factor % change 

No Particle 0.770 0 0.8625 0 0.7952 0 

10nm 0.770 0 0.8605 -0.232 0.7825 -1.6 

20nm 0.771 0.091 0.861 -0.174 0.7896 -0.7 

50nm 0.771 0.091 0.8617 -0.093 0.7993 0.52 

80nm 0.773 0.364 0.8621 -0.046 0.8047 1.19 

100nm 0.774 0.545 0.8625 0 0.8092 1.76 

120nm 0.776 0.727 0.8628 0.034 0.813 2.24 

150nm 0.778 0.987 0.8632 0.081 0.8184 2.92 

200nm 0.779 1.156 0.864 0.174 0.8237 3.58 

Figure 5. 9 Excel plot for the fill factor results 
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For the three substrates, the highest Fill Factor value is at pitch length of 200nm and 

shows an increasing pattern of FF as the pitch length increases. Among the three substrates, 

GaAs has the highest fill factor of 0.864 which supports the previously studied result of GaAs 

thin film cell [108]. The highest percentage increase was for CdTe-CdS cell- 3.58% change 

increase.  
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5.7  Optical Near-Field Enhancement Analysis 

In order to observe and analyze the transmission of electric fields within the solar cells 

themselves, we opted to generate optical near-field enhancement images of the structures in 

question. This would allow to relate the optical and electrical enhancement of the cell due to 

the presence of the plasmonic metal nanoparticles with the interaction of the structure with 

the fields. The near field images are generated help understand the relationship between the 

distribution of the electric field within/around the nanoparticles and around/within the 

semiconductor substrates at the resonant wavelength of the nanoparticle [15]–[17]. 

These images were generated to understand the electromagnetic interaction of the 

nanoparticles and the semiconductor substrates. This allows the creation of a plausible 

connection between the physical parameters of the Ag nanoparticles and the improvement in 

electrical activity of the plasmonic solar cells [20]. The optical near-field images also show 

the amount of plasmonic coupling that occurs between neighboring metal nanoparticles.  

First, the wavelength at which Ag nanoparticle displays plasmonic resonance for 

corresponding substrate is found at around λ=450nm. Twelve near field images were 

generated with different configurations for Si, GaAs, CdTe-CdS and organic substrates. 

Figure 4.10 shows the near field images bare (a) silicon; (b) gallium arsenide; (c) cadmium 

telluride-cadmium sulfide; and (d) organic substrate. The near field images were generated at 

the respective resonance wavelength for each configuration as described previously [15]–

[17]. The near field images with no particle show quite similar form for the four substrates.  

Figure 5. 10 Near-field images at λ=460nm of bare (with no particles) (a) Si, (b) GaAs, (c) CdTe-

CdS and (d) organic (P3HT: PCBM) solar substrates 

(a) (b) (c) (d) 

Organic 

P3HT:PCBM 
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It should be noted that the optical near-field enhancement images shown in Figure 4.11(a-

d) are presented in the base 10 logarithmic scale. As a result, areas in the image which are 

dark red in color and correspond to an enhancement value of ―1‖ or greater corresponds to 

enhancement values of 10-fold or greater, which is quite significant. 

From the optical near-field images it can be clearly seen that there is a variation in the 

interaction of the substrates due to the presence of Ag nanoparticles compared to the bare 

substrate. The significant enhancement in the optical near-fields occur in the region 

surrounding the metal nanoparticles due to the interaction with the incident electromagnetic 

radiation. These regions are shown in dark red in the optical near-field enhancement images. 

More importantly, it can be clearly seen that the enhanced electromagnetic fields penetrate 

quite significantly within the respective Si, GaAs, CdTe-CdS and organic substrates. 

Moreover, the enhancement images indicate a notable amount of the resonance scattering of 

the radiation caused by the nanoparticles is directed toward both inside the semiconductor 

substrates and also on top of the substrates. 

The optical near-field images indicate a positive correlation between the interaction of the 

plasmonic nanoparticle with the incident light and the semiconductor substrate. Thus, the 

optical near-field images show that the use of plasmonic metal nanoparticles has an impact on 

the optical and electrical performance of thin-film solar cells (in this case Si, GaAs, CdTe-

CdS and organic).  It is difficult to make a direct correlation between the optical near-field 

enhancement images and that of the optical absorption enhancements and electrical activity 

Figure 5. 11 Near-field raw(unenhanced) images at λ=460nm, Pitch length 10nm of Ag 

nanoparticles on top of (a) Si, (b) GaAs, (c) CdTe-CdS and (d) organic solar substrates 

(a) (b) (c) (d) 
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of the plasmonic solar cells (Jsc, Voc, power, fill factor) because the optical near-field images 

are obtained from only a plane that slices through the metal nanoparticles and the 

semiconductor substrate underneath (x-z plane).  Nonetheless, from the near field images it 

can be clearly seen that both silicon and gallium arsenide have similar interaction as seen in 

the near filed images which resemble with their optical and electrical analysis as well. In the 

case of CdTe-CdS, the interaction is more significant as the pitch length between the particle 

increases. This is similar to its absorption and electrical values. For the OSC, there were 

significant interaction which can be observed in the picture. 
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This is however, not the complete picture as the plasmonic interaction of the metal 

nanoparticles with each other, the semiconductor substrate and the incident light occurs in 

three dimensions (3D).  Hence, the 2-D planar optical near-field images shown in Figure 

5.10-5.13 can only provide a qualitative understanding and appreciation of such a complex 

optical interaction.

Figure 5. 12 Near-field enhancement images λ=460nm, Pitch length 120nm of Ag 

nanoparticles on top of (a) Si, (b) GaAs, (c) CdTe-CdS and (d) organic solar substrates 

(a) (b) (c) (d) 

CdTe-CdS 

Organic 

P3HT:PCBM 

Figure 5. 13 Near-field enhancement images λ=460nm, Pitch length 80nm of Ag nanoparticles 

on top of (a) Si, (b) GaAs, (c) CdTe-CdS and (d) organic solar substrates 

(a) (b) (c) (d) 

Organic 

P3HT:PCBM 
CdTe-CdS 
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6. CHAPTER 6 

    CONCLUSION & FUTURE WORK 

This comparative study investigates the effect of plasmonic metal nanoparticles to enhance 

the opto-electronic efficiency of three commonly used thin-film solar cells - silicon (Si), 

gallium arsenide (GaAs), cadmium telluride-cadmium sulfide (CdTe-CdS) and the emerging 

organic solar cell. Plasmonic metal nanoparticles were deposited on the thin-film substrates 

in a periodic array keeping the diameter of the nanoparticles fixed at 100 nm and the type of 

the material used was silver (Ag). By making the pitch length (side to side distance between 

the neighboring metallic nanoparticles) as the variable, the optical absorption enhancement of 

all four substrates and electrical parameters (except for the organic solar substrate) were 

investigated for the thin-film solar cells. The pitch lengths were: 10 nm, 20 nm, 50 nm, 80 

nm, 100 nm, 120 nm, 150 nm and 200 nm. 

Through extensive analysis it was found that both the silicon (Si) and the gallium arsenide 

(GaAs) substrate have the highest optical absorption enhancement (g) at 80 nm pitch and 

maintain a reverse parabolic (increasing up to a peak value from 0-80 nm pitch and then 

decreasing in value from 80-200nm pitch) trend for the different pitch values ranging from 10 

nm to 200 nm. One reason behind this trend can be due to shading effect, where the closer the 

nanoparticles are, the more the incident light is prevented from reaching the semiconductor 

substrate underneath as it is being absorbed/scattered by the metal nanoparticles. For lower 

pitch values, the shading effect (a potential future scope for study) is more significant as more 

of the light incidents on the particles rather than the substrate itself. Also for lower pitch 

values, the neighboring nanoparticles are closer to one another and thus shades the 

semiconductor substrate underneath from the incident light. Additionally, for the higher pitch 

values the distance between the particles is not close enough to have significant plasmonic 

coupling between neighboring nanoparticles (which could then increase the light absorption 

into the substrate). It was also observed that the corresponding values of the optical 

absorption enhancement were similar for both the substrates. 
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In the case of CdTe-CdS and organic substrate it was found that it has an increasing trend 

of absorption value whereas the opposite was found for the organic solar substrate. For CdTe-

CdS cell, the increasing trend maybe owing to its semiconductor properties. It is quite 

efficient nowadays in the solar cell industry. For the OSC, although there was a decreasing 

trend as the pitch length increase, the total absorption values were quite significant in their 

values. 

From the optical data, the results indicate that the effect of plasmonic nanoparticles is not 

only valid for silicon solar cells but also for other common semiconductor substrates that are 

widely in use such as - gallium arsenide (GaAs) and cadmium telluride- cadmium sulfide 

solar cell.  Also, the distance between the neighboring metal nanoparticles- pitch- has a 

significant effect on the contribution as well.  

To determine the degree to which the optical absorption enhancement affects the electrical 

generation, the short circuit current density (Jsc) analysis along with three other electrical 

parameters- open circuit voltage (Voc), fill factor(FF) and power(P) - were studied. Similar to 

the optical absorption enhancement result, a significant rise (~35% increase for Si, ~33% 

increase for GaAs and ~22% increase for CdTe-CdS) in the Jsc was seen for Si, GaAs and 

CdTe-CdS at 80nm pitch, 50 nm pitch and 200nm pitch length, respectively. It is likely that 

increased number of electron-hole pairs are produced as more photons are absorbed by the 

substrate and /or scattered into the substrates, which leads to the generation of more short 

circuit current. However, as mentioned earlier, the shading effect can potentially cause less 

absorption of light into the substrate when the particles have a lower pitch (closer together); 

which in turn can cause the Jsc values to be smaller. For higher pitch values (larger inter-

particle spacing), one reason why the Jsc values keeps declining (for Si and GaAs) can be due 

to the lower optical absorption enhancement. For these two substrates, the same trend of 

results is also seen in the values of Voc, power and fill factor. Adding to that, the increasing 

trend in Jsc for CdTe-CdS solar substrate may be due to its high absorption values. This solar 

substrate had the highest absorption, highest Jsc, highest power and highest fill factor all at 

200nm pitch length. This means that optical absorption has a strong correlation with the 

electrical parameters of a solar cell. 

Furthermore, to further clarify the results, the optical near-field enhancement images were 

analyzed which demonstrates the enhancement in the electromagnetic intensity due to the 

presence of plasmonic metal nanoparticles. The optical near-field images showed that a large 
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amount of enhancement occurs in the presence of the nanoparticles when compared to the 

bare substrates. It can be inferred that- although the degree of optical enhancement of the 

silicon(Si) based solar cells is larger compared to gallium arsenide (GaAs) substrate, the 

electrical activity(which includes the Jsc, Voc and power analysis) of the GaAs substrate is 

higher owing to its internal property (inherent physical nature). Same goes for the CdTe-CdS 

substrate, its electrical results are quite higher than that of the silicon and also gallium 

arsenide substrate. Moreover, this thesis shows the effect of plasmonic metal nanoparticles to 

increase the optical and electrical performance of thin-film solar cells is not limited to Si 

substrates but also can be extended to other commonly used semiconductor substrates (in this 

case gallium arsenide – GaAs cadmium telluride-cadmium sulfide- CdTe-CdS).  

To conclude, it must be noted that, further analysis of the electrical activity such as the 

electrical efficiency needs to be done as well as the effect of shading (as mentioned earlier) of 

the plasmonic metal nanoparticles on the optical and electrical enhancement of the substrates‘ 

performance needs to be thoroughly studied. Adding to that, the use of different types of 

OSCs can also be used for further analysis in this field in order to establish a more robust 

understanding of these relationships. Future work shall include the modeling, calculations 

and analysis of these additional parameters mentioned to get a clearer understanding on how 

the various properties of the plasmonic metal nanoparticles can have an impact in improving 

the efficiency of thin-film solar cells. Future work also includes the hardware implementation 

of the plasmonic solar cells to prove the results of the simulation. 

These results indicate that for certain high-end applications where the initial costs of 

installation of the solar cells is not a limiting factor, plasmonic thin-film solar cells can be 

effective platforms to give high-quality performance. Also, in other regular applications after 

doing the cost-benefit analysis of certain types of solar cells, application of plasmonic 

structure onto these solar cells can be used as a suitable alternative to generate the required 

output electrical power at economically feasible costs compared to the conventional thin film 

cells. 
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